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NSWCDD TR 84-371

FOREWORD

This report revises and supersedes NAVSWC TR 84-371, Revision 2, dated March 1991 (which
should be discarded). The revision reflects the current Statistical Modeling and Estimation of Reliability
Functions for Software (SMERFS) Library (SMFLIB). The library has undergone many enhancemets
and modifications, including (1) the implementation of thi new model applicability analyses, such as
accuracy, bias, trend, and noise; (2) the addition of the Jelinski/Moranda De-Eutrophication model for
execution time data; (3) the update to the Schneidewind model for interval data to be more consistent with
his current theories; and (4) the addition of a Goodness-of-Fit routine for the execution time models.

"This report has been reviewed by Dr. Richard Lorey, Head, Advanced Computation Technology
Group. Comments concerning this technical report should be directed to the Commander, NSWCDD,
Attn: BIO, Dahlgren, Virginia 22448-5000.

Approved by:

D. B. COLBY, Head
Systems Research and Technology Department
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ABS1RACT

This is the second in a series of Naval Surface Warfare Center Dahlgren Division (NSWCDD)
technical reports concerning software reliability. The first report, A Surven of Software Reliability
Modeling and Estimion, NSWC TR 82-171, discusses various approaches advocated for reliability
estimation; reviews various models proposed for this estimation process; provides model assumptions,
estimates of reliability, and the precision of those estimates; and provides the data required for the
models' implemen tion. Eight software reliability models were selected to form the basis of a library.
This library also contains data edit, transformation, general statistics, and Goodness-of-Fit functions. The
original Statistical Modeling and Estimation of Reliability Functions for Software (SMERFS) Library was
described in the 1985 version of this report. The enhanced library, which now contains II models and
model applicability analyses, is explained herein. The SMERFS User's Guide, NSWCDD TR 84-373,
Revision 3, explains the execution of the new SMEIFS driver.

iii/iv



NSWCDD TR 84-371

CONTENTS

I DOCUMENT OVERVIEW .................................... 1-1
1.1 INTRODUCTION ..................................... 1-1
1.2 OPERATIONAL ENVIRONMENT ........................... 1-2
1.3 DOCUMENT ORGANIZATION ............................. 1-3
1.4 STANDARDIZED EXAMPLE DATA SETS ..................... 1-3
1.5 ERROR DETECTION FACIL IES. ........................... 1-6

2 GEOMETRIC MODEL FOR EXECUTION TIME DATA ................ 2-1
2.1 INTRODUCTION ...................................... 2-1
2.2 ACCESS LINES AND ARGUMENT LISTSM...................... 2-2
2.3 EXAMPLES ........................................... 2-5

3 JELINSKI/MORANDA DE-EUTROPHICATION MODEL ................ 3-1
3.1 INTRODUCTION ...................................... 3-1
3.2 ACCESS LINES AND ARGUMENT LISTS ...................... 3-2
3.3 EXAMPLES ........................................... 3-5

4 LTrrLEWOOD AND VERRALL'S BAYESIAN RELIABILITY GROWTH
MODEL FOR EXECUTION TIME DATA ........................... 4-1
4.1 INTRODUCTION ..................................... 4-1
4.2 ACCESS LINES AND ARGUMENT LISTS....................... 4-3
4.3 EXAMPLES ........................................... 4-6

5 JOHN MUSA'S BASIC EXECUTION TIME MODEL AND CALENDAR
TIME COMPONENT ......................................... 5-1
5.1 INTRODUCTION ...................................... 5-1
5.2 ACCESS LINES AND ARGUMENT LISTS ...................... 5-3
5.3 EXAMPLES ........................................... 5-8

6 JOHN MUSA'S LOGARITHMIC POISSON EXECUTION TIME MODEL ..... 6-1
6.1 INTRODUCTION ..................................... 6-1
6.2 ACCESS LINES AND ARGUMENT LISTS ...................... 6-3
6.3 EXAMPLES ........................................... 6-6

7 NON-HOMOGENEOUS POISSON MODEL FOR EXECUTION TIME DATA ... 7-1
7.1 INTRODUCTION ...................................... 7-1
7.2 ACCESS LINES AND ARGUMENT LISTSM...................... 7-3
7.3 EXAMPLES ........................................... 7-6

V



NSWCDD TR 84-371

CONTENTS (CoantnM)

8 BROOKS AND MOTLEY'S DISCRETE SOFrWARE RELIABILITY MODEL
FOR INTERVAL DATA ....................................... S-I
S.1 INTRODUCTION ...................................... 8-1
8.2 ACCESS LINES AND ARGUMENT LISTS ...................... 8-2
8.3 EXAMPLES ........................................... -6

9 GENERALIZED POISSON MODEL FOR INTERVAL DATA ............. 9-1
9.1 INTRODUCTION ...................................... 9-1
9.2 ACCESS LINES AND ARGUMENT LISTSM...................... 9-2
9.3 EXAMPLES ........................................... 9-6

10 NON-HOMOGENEOUS POISSON MODEL FOR INTERVAL DATA ........ 10-1
10.1 INTRODUCTION ...................................... 10-1
10.2 ACCESS LINES AND ARGUMENT LISTSM...................... 10-2
10.3 EXAPLES ........................................... 10-4

I11 SCHNEIDEWIND'S MAXIMUM LIKELIHOOD MODEL FOR INTERVAL
DATA ................................................. 11-1
11.1 INTRODUCTION ..................................... 11-1
11.2 ACCESS LINES AND ARGUMENT LISTS......................11-2
11.3 EXAMPLES ........................................... 11-5

12 YAMADA'S S-SHAPED RELIABILITY GROWTH MODEL FOR INTERVAL
DATA ................................................. 12-1
12.1 INTRODUCTION ..................................... 12-1
12.2 ACCESS LINES AND ARGUMENT LISTS ...................... 12-2
12.3 EXAMPLES ........................................... 12-4

13 UTILITY ROUTINE FOR DATA EDITS ............................ 13-1
13.1 INTRODUCTION ...................................... 13-1
13.2 ACCESS LINE AND ARGUMENT LIST ....................... 13-1
13.3 EXAMPLES ........................................... 13-3

14 UTILITY ROUTINE FOR DATA TRANSFORMATIONS ................. 14-1
14.1 INTRODUCTION ...................................... 14-1
14.2 ACCESS LINE AND ARGUMENT LIST ....................... 14-1
14.3 EXAMPLES ........................................... 14-2

vi



NSWCDD TR 54-371

CONTENTS (CotinueM)

amr
15 UTILJTY ROUTINE FOR DATA STATISTICS ....................... 15-1

15.1 INTRODUCTION ...................................... 15-1
15.2 ACCESS LINE AND ARGUMENT LIST ....................... 15-2
15.3 EXAMPLES ........................................... 15-2

16 UTILITY ROUTINE FOR MODEL FIT ANALYSIS ................... 16-1
16.1 INTRODUCTION ...................................... 16-1
16.2 ACCESS LINE AND ARGUMENT LIST ...................... 16-1
16.3 EXAMPLES ........................................... 16-2

17 REFERENCES ............................................. 17-1

AEMND

A EXAMPLES FOR EXECUTION TIME DATA ANALYSES ............... A-i
B EXAMPLES FOR !NTERVAL DATA ANALYSES ..................... B-1
C EXAMPLES FOR UTILITY ROUTINE USAGES ..................... C-i

DISTRIBUTION .................................................. (1)

TABLES

Iabe E

1-1 DATA FOR EXECUTION TIME ANALYSES ....................... 1-4
1-2 DATA FOR INTERVAL DATA ANALYSES ......................... 1-5
2-1 GEOMETRIC MODEL EXAMPLE PAGES ......................... 2-5
3-1 JELINSKI/MORANDA DE-EUTROPHICATION MODEL EXAMPLE PAGES ... 3-6
4-1 BAYESIAN RELIABILITY GROWTH MODEL EXAMPLE PAGES ......... 4-7
5-1 MUSA'S BASIC EXECUTION TIME MODEL EXAMPLE PAGES .......... 5-8
6-I MUSA'S LOGARITHMIC POISSON MODEL EXAMPLE PAGES .......... 6-6
7-1 NON-HOMOGENEOUS POISSON MODEL (EXECUTION TIME) EXAMPLE

PAGES ................................................. 7-6
8-1 DISCRETE SOFTWARE RELIABILITY MODEL EXAMPLE PAGES ........ 8-7
9-1 GENERALIZED POISSON MODEL EXAMPLE PAGES ................ 9-7
10-1 NON-HOMOGENEOUS POISSON MODEL (INTERVAL DATA) EXAMPLE

PAGES .. ................................................ 10-4

vii



NSWCDD Ti 84-371

TABLES (Contiued)

11-1 SCHNEIDEWIND'S MAXIMUM LIKELIHOOD MODEL EXAMPLE PAGES ... 11-5
12-1 YAMADA'S S-SHAPED RELIABILITY GROWTH MODEL EXAMPLE PAGES . 12-4
13-1 DATA EDIT EXAMPLE PAGES ................................ 13-3
14-1 DATA TRANSFORMATION EXAMPLE PAGES ...................... 14-2
15-1 DATA STATISTICS EXAMPLE PAGESS ............................ 15-2
16-1 MODEL FiT ANALYSIS EXAMPLE PAGES ......................... 16-2

viii



NSWCDD TR 84-371

CHAPTER 1

DOCbUM] OVERVIEW

1.1 INTRODUCTION

This report is designed to provide the required information for the use of the revised Statistical
Modding and Estimation of Reliability ranctions for Software (SMERFS) Library (SMFLIB). The
original SMFLB contains the statistical and mathematical processing required to obtain various software
reliability estimates found in Reference 1. The library was unique, in that it was the first library (to the
author's knowledge) specifically designed for the analysis of software error data. Users who find it
necessary to develop their own "tailored" software reliability analysis program [because the driver
(Reference 2) does not fit into their organization) can do so by simply creating a driver. This driver will
accept their error data, access the various estimation and prediction routines of the SMFLIB, and output
the values.

In this manner, users can easily and quickly create a tailored software reliability program that can
be useful in determining the readiness of the software for release, in determining allocation of testing
personnel based upon estimated reliabilities of the components of the software, and aiding in determining
when a program should be retired or rewritten. However, great care must be exercised in both the
selection of models and the overall use of this methodology. Model assumptions and data requirements
vary from model to model, as do the resulting predictions and their interpretations. There are many
considerations to be addressed before attempting the development of a tailored driver. A good starting
point for this stage is found in Reference 1.

In 1987, the first revision to the SMERFS software package was released. That revision
primarily affected the driver and its documentation, but changes were also made to the SMFLIB. The
most important modification was the discovery of an error in the implementation of the equations for the
second and third treatment types of Schneidewind's Maximum Likelihood model for interval data
analysis. That error was corrected in the release and cited in the first revision.

Another significant area of modification involved machine transportability. To transport the
SMFLIB (as well as the new driver) from a mainframe computer [e.g., the Naval Surface Warfare Center
Dahlgren Division (NSWCDD) Control Data Corporation (CDC) CYBER 170/875] to either a
minicomputer (e.g., VAX 11/785) or any IBM-compatible Personal Computer (PC), only required
changing the single precision declarations to double precision. The implicit variable declarations had to
be modified to double precision when transporting to 'smaller" computer systems to yield the same
precision as on larger" computer systems. The modification to the variable declaration line had to be
performed in all routines of the driver and library.

In 1990, the second revision to the SMERFS software package was released. That revision
primarily affected the library and its documentation. But, interface changes (caused by the new library)
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and general enhancements were also made to the driver. Those changes included the consolidation of
modules and the addition of an optional output file to interface with a (user-supplied) graphics program
to produce high quality graphs of the data.

Prior to that release, the software reliability models included in the SMFLIB used either the
Nelder-Mead algorithm or the Newton-Raphson procedure. Those numerical methods are more
susceptible to the problem of "divergence," which is the functional value moving away from the
maximum (minimum) value of the function (if one exists). The models could also encounter a possible
division by zero, exponential overflow, or exponential underflow. Additionally, it was stressed in the
previous SMFLIB documentation that the results of a particular model analysis should never be accepted
until efforts were made to ensure that the global maximum (minimum) had been located.

The nriorg roblems were almost cormletely eliminated by the use of the Dekker-Brent and Trust
Region algorithms in the second revision. These optimization techniques establish most of the initial
starting values, are more able to handle *misbehaving" data, and converge to the optimum value of the
function more often and more readily (Reference 3). The models, which still required the user to
perform several executions (to ensure that the global has been reached), contain comments to that effect
in this NSWCDD technical report.

Two additional models were also added to the SMFLIB, bringing the total to 10. Those were
John Musa's Logarithmic Poisson Execution model (Reference 4) and Yamada's S-Shaped Reliability
Growth model (Reference 5, pages 475 through 478). John Musa's Basic Execution Time model was
also updated to make it more consistent with his current software reliability models (Reference 4).

In 1993, the third revision to the SMERFS software package was released. This revision has
equally affected the driver and the library. The changes to the driver include the reduction in size of the
SMERFS data file to only the number of observed elements, the addition of the units for Time-Between-
Failure (TBF) data types, the input of an American Standard Code for Information Interchange (ASCII)
file of data (rather than requiring the user to input the initial data via the keyboard option), and the
additional standardization of model estimations and predictions (through the addition of many equations
within the driver using the parameters returned from the SMFLIB).

The changes to the SMFLIB (and the interface changes caused in the driver) include the addition
of a Goodness-of-Fit analysis for execution time models through the Kolmogorov-Smirnov Statistic, the
addition of the Jelinski/Moranda De-Eutrophication model, the addition of several model applicability
analyses (Reference 6), and the alteration of the Schneidewind model to be more consistent with his
current software reliability model (Reference 7).

1.2 OPERATIONAL ENVIRONMENT

The SMFLIB (as well as the SMERFS driver) is currently available on a number of different
computers at NSWCDD, Dahlgren, Virginia. These range from large mainframes to PCs. The transfer
to other computers should require no additional modifications or alterations, simply recompilation on the
new target computer. The entire package is constructed using only a subset of the American National
Standards Institute (ANSI) specifications for the FORTRAN 77 compiler. A FORTRAN 77 compiler
(meeting those ANSI specifications) is the only requirement for establishing the program on another
computer system, in addition to the previously discussed single and double precision declarations.
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As for the establishment of the program on a PC, the authors are not aware of any
IBM-compatible PC on which the program executable file cannot be simply loaded and executed. The
SMFLIB (and the entire SMERFS software package) does not make use of any special hardware (e.g.,
a math coprocessor), special operating system features, or special peripheral support software (e.g.,
plotters or database managers).

1.3 DOCUMENT ORGANIZATION

"This report is organized to provide easy access to the information about a particular model.
Chapters 2 through 7 provide the information about the six software reliability models pertaining to
execution time data. These models include:

a. Geometric model
b. Jelinski/Moranda De-Eutrophication model
c. Littlewood and Verrall's Bayesian Reliability Growth model
d. John Musa's Basic Execution Time model
e. John Musa's Logarithmic Poisson model
f. Non-homogeneous Poisson model (for execution time)

Chapters 8 through 12 provide the information for the interval data models. These models include:

a. Brooks and Motley's Discrete Software Reliability model
b. Generalized Poisson model
c. Non-homogeneous Poisson model (for interval data)
d. Schneidewind's Maximum Likelihood model
e. Yamada's S-Shaped Reliability Growth model

As the SMFLIB attempts to provide the user with all routines critical for a complete software
reliability analysis, the library also contains routines to edit a data vector, transform a data vector,
determine the general statistics from a data vector, and perform a chi-square Goodness-of-Fit analysis for
interval data. These additional routines are explained in Chapters 13 through 16.

This report also contains three appendixes that list the arguments before and after the SMFLIB
routine processing. These lists were obtained from an actual SMERFS execution on the VAX 11/785,
in which a *patch" was added to list the arguments before and after the SMFLIB routine processing.
Appendix A contains the data lists for the execution time examples, Appendix B contains the data lists
for the interval data examples, and Appendix C contains the data lists for the utility routine processing
examples.

1.4 STANDARDIZED EXAMPLE DATA SETS

The example executions of the models in Appendixes A and B use wstandardized" data sets.
Here, the term standardized indicates that a single data set is used for execution time models, and a single
data set is used for interval models. These data sets are listed in Tables 1-1 and 1-2.
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The data in Table I-I are recorded in seconds of Central Processing Unit (CPU) execution time,
and represent the times expended between failures. The first failure occurred 2 seconds into testing; the
second failure occurred after an additional second (or a total of 3 seconds into testing); the third failure
occurred after an additional 2 1/2 seconds (or a total of 5 1/2 seconds into testing). Although the data
set reflects 30 data points, only 29 of these actually represent the execution time between adjacent
failures. The final data point (number 30), which is enclosed in parentheses in the table, reflects the
amount of failure-free execution time after the last failure (number 29).

TABLE 1-1. DATA FOR EXECUTION TIME ANALYSES

FAILURE NUMBER TIME-BETWEEN- FAILURE NUMBER TIME-BETWEEN-
FAILURES FAILURES

01 02.0 16 18.0

02 01.0 17 12.0

03 02.5 18 22.5

04 03.0 19 25.0

05 01.5 20 21.0

06 02.5 21 30.0

07 04.0 22 28.0

08 06.0 23 36.5

09 06.5 24 42.0

10 08.0 25 53.0

11 07.0 26 48.0

12 09.5 27 51.0

13 13.5 28 47.5

14 11.0 29 51.0

15 15.0 30 (30.0)

The data in Table 1-2 represent the number of faults occurring during 30 months of testing and
the associated lengths (or testing intensities) of those testing intervals. The fourth column of Table 1-2
contains (randomly assigned) fractional testing lengths for use during the example execution of the
Maximum Likelihood (ALPHA estimated) Generalized Poisson model (Chapter 9). These data are to
reflect different testing intensity levels (i.e., a "2" means twice the effort was put into testing) in contrast
to the "normal" scenario reflected by a "1".
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TABLE 1-2. DATA FOR INTERVAL DATA ANALYSES

INTERVAL NUMBER OF TESlING VARIABLE

NUMBER FAULTS FOUND LENGTHS LENGTHS

01 20.0 1.0 0.25

02 18.0 1.0 0.50

03 22.0 1.0 0.75

04 22.0 1.0 1.00

05 17.0 1.0 0.75

06 21.0 1.0 0.50

07 17.0 1.0 0.25

08 19.0 1.0 0.50

09 17.0 1.0 0.75

10 17.0 1.0 1.00

11 15.0 1.0 0.75

12 18.0 1.0 0.50

13 14.0 1.0 0.25

14 12.0 1.0 0.50

15 12.0 1.0 0.75

16 10.0 1.0 1.75

17 08.0 1.0 0.75

18 05.0 1.0 1.00

19 07.0 1.0 1.00

20 03.0 1.0 1.00

21 00.0 1.0 1.00

22 03.0 1.0 0.75

23 02.0 1.0 1.00

24 03.0 1.0 0.75

25 01.0 1.0 1.00

26 00.0 1.0 1.00
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TABLE 1-2. DATA FOR INTERVAL DATA ANALYSES (Continued)

INTERVAL NUMBER OF TESTING VARIABLE

NUMBER FAULTS FOUND LENGTHS LENGTHS

27 00.0 1.0 1.00

28 01.0 1.0 1.00

29 00.0 1.0 1.00

30 01.0 1.0 1.00

1.5 ERROR DETECTION FACILiTIES

The SMFLIB routines perform internal error checks for potential error situations, which can
generally be viewed as falling into two different categories. The first category includes routines in which
the error condition terminates the routine prior to the performance of the requested processing. Here,
the usual values of an error flag argument are either zero (signifying successful processing) or one
(signifying an error condition occurred). For example, if the log of a non-positive number is requested
using the SMFLIB routine for data transformations (Chapter 14), the error flag upon return has a value
of one and the input data vector remains unchanged.

Within the second category, the returned error flag indicates the status of processing done within
the subroutine. The return status flag is set to zero to indicate successful processing within the model
being executed. In addition, the following five integer values are possible, V( iere:

a. One indicates that the maximum iteration count was reached before convergence occurred

(during a Trust Region processing).

b. Two indicates that the Trust Region could not be adjusted properly.

c. Three indicates that the data are not appropriate for the model.

d. Four indicates that the model estimates were deemed invalid (e.g., the model estimate for the
total number of faults was less than the number of faults found to date).

e. Five indicates that the model applicability analysis cannot be performed.

Under both types of error checking, it is the user's responsibility to examine the returned
argument value and treat the returned data accordingly. The SMFLIB routines do not generate any error
messages as such. Their only means of communication with the driver is through the call line.

1-6
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CHAPTER 2

GEOMETRIC MODEL
FOR EXECUTON TIME DATA

2.1 INTRODUCTION

This chapter describes the SMFLIB routines associated with the Geometric model proposed by
Paud Moranda (Reference 1). The three (main level) SMFLIB routines that support this model are
SGEOMD, SGEOMA, and SGEOPR.

"The first SMFLIB routine, SGEOMD, is used to calculate the estimates using both the Maximum
Likelihood (ML) and Least Squares (LS) methods of execution. The ML estimates are obtained as the
solution to the pair of equations given in Reference 1, page 4-53. The LS estimates are the solution to
the pair of equations given in Reference 1, page 4-57. In both instances, the Dekker-Brent algorithm is
used to solve the respective set of equations (Reference 3). The formulas for the variance of the ML
estimates are given in Reference 1, pages 4-55 and 4-56. These are used to construct the approximate
95-percent confidence interval as:

Estimate * 1.95 * SD

where SD is equal to the standard ueviation of the estimate.

The second SMFLIB routine, SGEOMA, is used to perform the four model applicability analyses
(Reference 6) for the ML method of execution. This includes the analysis over accuracy, bias, trend,
and noise. The accuracy of the model is calculated as:

ACC = z -LOG(D) + I , LOG(PCON) - D * PCON' * DATZ1*

where NSB and NSE are the user-specified starting and ending points for the iteration. (these values
are usually set to one-half the number of failures and the number of failures minus one, respectively.)
For each iteration, the SGEOMD routine is executed using I failures; and the estimates for the initial
hazard rate (D) and the proportionality constant (PCON) based on those I failures are placed in the prior
equation (along with the actual observed time to the next failure).

The vector for the bias of the model is calculated as:

UZ - 1.0 - EXP(-D * PCONW * DATz. 1 )

as I goes from NSB to NSE. Once all iterations are done, the vector is sorted in ascending order; and
the Kolmogorov distance is calculated as:

D --AO-0,U U

as I goes from 1 to NSR (the range formed from NSB to NSE).
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The calculation for the trend of the model starts with the same function as described for the bias;
however, the values are scaled as:

Ta -L o(1. o - UZ)

as I goes from NSB to NSE and then scaled a second time as:

Yrz-

where SUMTI is the summation of the T()'s.

The calculation for the noise of the model is calculated as:

Mr- = MZ - Z-
where M is calculated as:

NZ - LW (0.5S)
D * t

The third SMFLIB routine, SGEOPR, is used to generate a vector of the predicted Time-Between-
Failures (TBF) data. The Goodness-of-Fit of those predicted values to the original observed data is also
coumuted. The estimate for the 1 failure (i.e., 1-1 failures have been observed), where I ranges from
one to NS, is calculated as:

PWTZ - 1.0
D * Pc"ONw'

where D and PCON are estimates for the initial hazard rate and the proportionality constant of the model.

The Goodness-of-Fit calculation involves the same equations as shown for the bias calculation;
however, the range goes from 1 to NS, and the values for D and PCON are calculated using the entire
failure history.

2.2 ACCESS LINES AND ARGUMENT LISTS

2.2.1 SGEOMD Routine

The access line to the SGEOMD routine is as follows:

CALL SGEOMD (ESF ,NS ,DAT ,STATS ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

ESF = Input integer flag indicating the estimation selection type, where one indicates the
ML method of execution and two indicates the LS method.

NS = Input integer containing the number of software failures observed to date.
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DAT = Input real vector, of length greater than or equal to NS, containing the TBF data
(in any consistent form of elapsed time me).

STATS = Output real array, of dimension four by three, containing the estimation results.
These values should only be considered final when RFLAG has a value of zero.
The first column of the STATS array contains the model estimates for:

a. Proportionality constant
b. Initial hazard rate
c. Mean-Time-Before-Next-Failure (MTBNF)
d. Current purification level

The second and third columns for the ML method contain the 95-percent
confidence intervals for the associated estimates. The second and third columns
are not used during the LS method and contain zeroes.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing and three indicates the data are not
appropriate for the model.

2.2.2 SGEOMA Routinv

The access line to the SGEOMA routine is as follows:

CALL SGEOMA (DAT ,NS ,NSB ,NSE ,NSR ,TYP
,STAT ,RFLAG ,INDX ,V ,VPRE

where the arguments of the call line, in the order of occurrence, are defined as:

DAT = Input real vector, of length greater than or equal to NS, containing the TBF data
(in any consistent form of elapsed time measurement).

NS = Input integer containing the number of software failures observed to date.

NSB = Input integer containing the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

TYP = Input integer flag indicating the type of analysis to be performed, where:

a. One indicates the accuracy
b. Two indicates the bias
c. Three indicates the noise
d. Four indicates the trend

2-3
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STAT - Output real containing the statistic for the analysis, where the following is
reumred (based on the assignment of the argument TYP):

a. Computed accuracy
b. Computed Kolmogorov distance for the U-Plot
c. Computed noise
d. Computed Kolmogorov distance for the Y-Plot

RFLAG - Output integer flag indicating the reason for the return to hd calling program,
where zero indicates succesafal processing, three indicates the da ae not
appropriate for the model, and five indicates the model applicability analysis
cannot be performed.

INDX - Output integer containing the number of iteraions performed during the model
applicability analysis.

V = Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot, bias U-Plot, or trend Y-Plot. The vector is nt used
for the noise analysis.

VPRE = Output real vector, of length greater than or equal to NSR, containing the dat
values for the bias U-Plot, prior to sorting. The vector is not used for the other
three analysis types.

2.2.3 SGEOPR Roain

The access line to the SGEOPR routine is as follows:

CALL SGEOPk (D ,PCON ,NS ,DAT ,PDAT ,DVAL
,DFLG ,V )

where the arguments of the call line, in the order of occurrence, are defined as:

D W Input real containing the model estimate for the initial hazard rate [i.e.,
STATS(2,1) from the SGEOMD access].

PCON = Input real containing the model estimate for the proportionality constant [i.e.,
STATS(1,I) from the SGEOMD access].

NS = Input integer containing the number of software failures observed to date.

DAT - Input real vector, of length greater than or equal to NS, containing the TBF dam
(in any consistent form of elapsed time meumnt). This argument is only
used during the calculation of the Kolmogorov distance.

PDAT - Output real vector, of length greater than or equal to NS, containing the
predicted data values.
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DVAL = Output real containing the Kolmogorov distance.

DFLG = Output integer flag indicating the significance of the computed Kolnogorov
distance, where one indicates the model may not provide an adequate fit and two
indicates the model may provide an adequate fit.

V = Scratch working real vector of length greater than or equal to NS.

2.3 EXAMPLES

The example executions of the Geometric model are contained on pages A-3 through A-5 and
consist of two analyses of the TBF data set introduced in Section 1.4; the first is for the ML and the
second is for the IS. (nhat data set consists of 30 data points, with the last point being the amount of
failure-free execution time after the last failure happened.) Table 2-1 shows the correlation of the
appendix pages to the example executions. These examples were obtained from an actual SMERFS
execution on the VAX 11/785 in which a *patch* was added to list the arguments before and after the
SMFLIB routine processing. Arguments that retain their initially assigned values are not listed in the
lower half of the examples.

The Geometric model does not have provisions for the final failure-free testing time; therefore,
NS is set to 29 in both examples. [The failure-free testing time must, therefore, be considered for the
prediction for the MTBNF in STATS(3,I).]

TABLE 2-1. GEOMETRIC MODEL EXAMPLE PAGES

METHOD OF EXECUrlON (ESFT) ML IS

MODEL APPLICABILITY ANALYSES A-3 N/A

MODEL ESTIMATION EXECUTIONS A-4 A-5

PREDICTED TBF VECTOR GENERATIONS A-4 A-5
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CHAPT= 3

JELINSKI/MORANDA
DE-EUTROMICATION MODEL

3.1 INTRODUCTION

This chapter describes die SMFLIB routnes associated with the JelinakMorda Do-
Europhication model (Refence 1). The three (main level) SMFLB routines that support this model
are SJAMMD, SJAMMA, and SJAMPR.

The first SMFLIB routine, SJAMMD, is used to calculate the estimates using both the Maximum
Likelihood (ML) and Least Squares (LS) methods of execution. The ML estimates are obtained as the
solution to the pair of equations given in Reference 1, page 4-13. The LS estimates are the solution to
the pair of equations given in Reference 1, page 4-14. In both instances, the Dekker-Brent algorithm is
used to solve the respective set of equations (frence 3).

The second SMFLIB routine, SJAMMA, is used to perform the four model applicability analyses
(Reeec 6) for the ML method of execution. This includes the analysis over accuracy, bias, trend,
and noise. The accuracy of the model is calculated as:

ACC - .- LOG(PCON * LOG (7OF - Z) -F C? (TIMF - ) * DATz.,

where NSB and NSE are the user-specified starting and ending points for the iteration. (These values
are usually set to one-half the number of failures and the number of failures minus one, respectively.)
For each iteration, the SJAMMD routine is executed using I failures; and the estimates for the total
number of faults (TNOF) and the proportionality constant (PCON) based on those I failures are placed
in the prior equation (along with the actual observed time to the next failure).

The vector for the bias of the model is calculated as:

UZ = 1 . 0 - EXP(-PCON (* OF - Z) * DATZ.,

as I goes from NSB to NSE. Once all iterations are done, the vector is sorted in ascending order; and
the Kolmogorov distance is calculated as:

D,. -Lo.o. (- - ,,,). (,, -
as I goes from I to NSR (the range formed from NSB to NSE).

The calculation for the trend of the model starts with the same function as described for the bias;
however, the values are scaled as:

7z - -LOG(1.o - UZ)
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s I goes from NSB to NSE and diel scaled a second time as:

w r SUMf1l i the summation of the T(I)'s.

The calculation for the noise of di. model is calculated as:

Jmr--, .U

wher M is calculated as:

Z"PC• H,* (7)WP - Z)

The dilrd SMFLIB routine, SIAMPI, is used to calculate die Mean.Tinw-Before-Next-Fahlure
(MTDNF) to discover the next K failures and to generate a vector of die predicted Time-Between-Failures
CrIF) data. The Goodness-of-Fit of diose predicted values to the original observed data is also comuyted
during d eneration of the predicted data vector. The estimate of the MTBNF to discover the not K
failures is calculated as:

P 1 .=-I 1.0
Zqa~ - cc * (7-W-P * Z)

where PCON is the estimate for the proportionality constant of the model, TNOF is de estimate for the
total manber of faults, NS is the current mbder of failures, and K is the additional number of failures
to discover.

"Tie estimate for the P' failure (i.e., 1-i failures have been observed), where I ranges from one
to NS, is calculated as:

PDAT1 - 1.0
PPM= J * (TVP - X7 1)

where PCON and TNOF are as previously defined.

The Goodness-of-Fit calculation involves the same equations as shown for the bias calcuation;
bowever, the range goes from I to NS, and the values for PCON and TNOF are calculated utilizing the
entire failure history.

3.2 ACCESS LINES AND ARGUMENT LISTS

3.2.1 SJAMMD Rout

The access line to the SJAMMD routine is as follows:

CALL SJAMMD (ESF ,NS ,DAT ,STATS ,RFLAG
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where the arguments of the call line, in the order of occurrence, are defined as:

ESF = Input integer flag indicating the estimation selection type, where one indicates the
ML method of execution and two indicates the LS method.

NS = Input integer containing the number of software failures observed to date.

DAT = Input real vector, of length greater than or equal to NS, containing the TBF data
(in any consistent form of elapsed time measurent).

STATS = Output real vector, of length six, containing the estimation results. These values
should only be considered final when RFLAG has a value of zero. The STATS
vector contains the model estimates for:

a. Proportionality constant
b. Initial hazard rate (or the initial intensity function)
c. Current hazard rate
d. Total number of faults
e. Total number of faults remaining
f. MTBNF

RFLAG - Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.

3.2.2 SJAMMA Routine

The access line to the SJAMMA routine is as follows:

CALL SJAMMA (DAT ,NS ,NSB ,NSE ,NSR ,TYP
,STAT ,RFLAG ,INDX ,V ,VPRE )

where the arguments of the call line, in the order of occurrence, are defined as:

DAT = Input real vector, of length greater than or equal to NS, containing the TLF data
(in any consistent form of elapsed time measurement).

NS = Input integer containing the number of software failures observed to date.

NSB = Input integer containing the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.
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TYP = Input integer flag indicating the type of analysis to be performed, where:

a. One indicates the accuracy
b. Two indicates the bias
c. Three indicates the noise
d. Four indicates the trend

SrAT = Output real containing the statistic for the analysis, where the following is
returned (based on the assignment of the argument TYP):

a. Computed accuracy
b. Computed Kolmogorov distance for the U-Plot
c. Computed noise
d. Computed Kolmogorov distance for the Y-Plot

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, four indicates the estimated number of faults is less
than the number of faults found to date, and five indicates the model applicability
analysis cannot be performed.

INDX - Output integer containing the number of iterations performed during the model
applicability analysis.

V f Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot, bias U-Plot, or trend Y-Plot. The vector is not used
for the noise analysis.

VPRE = Output real vector, of length greater than or equal to NSR, containing the data
values for the bias U-Plot, prior to sorting. The vector is not used for the other
three analysis types.

3.2.3 SJAMPR Routine

The access line to the SJAMPR routine is as follows:

CALL SJAMPR (NPV ,NS ,PCON ,TNOF ,EXE ,DAT
,PDAT ,DVAL ,DFLG ,V )

where the arguments of the call line, in the order of occurrence, aredefined as:

NPV = Input integer containing the number of predicted values desired, where one
indicates the MTBNF prediction and (the value of) NS indicates the vector of
predicted TBF data.

NS = Input integer containing the number of software failures observed to date.
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PCON = Input real containing the model estimate for the proportionality constant [i.e.,
STATS(1) from the SJAMMD access].

TNOF = Input real containing the model estimate for the total number of faults [i.e.,
STATS(4) from the SJAMMD access].

EXE = Input integer containing the desired number of failures to discover during the
prediction for the MTBNF. This argument is not used during the vector
generation.

DAT = Input real vector, of length greater than or equal to NS, containing the TBF data
(in any consistent form of elapsed time measurement). This argment is only
used during the calculation of the Kolmogorov distance.

PDAT = Output real vector, of length greater than or equal to NPV, containing the
predicted data value(s).

DVAL = Output real containing the Kolmogorov distance.

DFLG = Output integer flag indicating the significance of the computed Kolmogorov
distance, where one indicates the model may not provide an adequate fit and two
indicates the model may provide an adequate fit.

V = Scratch working real vector of length greater than or equal to NS.

3.3 EXAMPLES

The example executions of the Jelinski/Moranda model are contained on pages A-6 through A-S
and consist of two analyses of the TBF data set introduced in Section 1.4; the first is for the ML and the
second is for the LS. (That data set consists of 30 data points, with the last point being the amount of
failure-free execution time after the last failure happened.) Table 3-1 shows the correlation of the
appendix pages to the example executions. These examples were obtained from an actual SMERFS
execution on the VAX 11/785 in which a "patch" was added to list the arguments before and after the
SMFLIB routine processing. Arguments that retain their initially assigned values are not listed in the
lower half of the examples.

It can be seen that the future prediction for the ML method was not executed. This is because
the estimate for the total number of faults remaining in the program came out less than one for this data
set.

The Jelinski/Moranda model does not have provisions for the final failure-free testing time;
therefore, NS is set to 29 in both examples. [The failure-free testing time must, therefore, be considered
for the prediction for the MTBNF in STATS(6) and MTBNF for the next K failures in PDAT(1).]
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TABLE 3-1. JEUINSKI/MORANDA DE-EUIFROPICATION MODEL EXAMPLE PAGES

METHOD OF EXECUIJON (ESF) ML LS

MODEL APPLICABILITY ANALYSES A-6 N/A

MODEL ESTIMATION EXECUTIONS A-7 A4

TOTAL MTBNF FOR THE NEXT K N/A A-4
FAILURES

PREDICTED TBF VECTOR GENERATIONS A-7 A-4
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CHAPT 4

LLEWOOD AND VERRALL'S
BAYESIAN RELIABILITY GROWTH MODEL

FOR EXECUTION TIME DATA

4.1 INTRODUCTION

"This chapter describes the SMFLIB routines associated with the Bayesian Reliability Growth
model proposed by Bev Littlewood and J. Verrall (Reference 1). The three (main level) SMFLIB
routines that support this model are SLAVMD, SLAVMA, and SLAVPR.

"The first SMFLIB routine, SLAVMD, is used to calculate the estimates using both the Maximum
Likelihood (ML) and Least Squares (LS) methods of execution. The routine also provides for both linear
and quadratic fits to the data, using the function:

B*o B, *

where BETAO (B3) and BETAI (B1) are parameters of the model and PHI (0) is set to one for the linear
fit or to two for the quadratic fit.

"The LS method gives an exact solution requiring no initial estimates or iterations. The ML
method uses a Trust Region algorithm, requiring initial estimates (starting values) for the iteration process
(teferences 1 and 3). The estimates from the LS method of execution provide reasonable initial estimates
(for the Trust Region algorithm) for the ML estimates. However, there is no assurance that the global
maximum will be reached using these values; therefore, several sets of starting values should be explored.

"The second SMFLUB routine, SLAVMA, is used to perform the four model applicability analyses
(Reference 6) for the ML method of execution. This includes the analysis over accuracy, bias, trend,
and noise. The accuracy of the model is calculated as:

An
ACC- = -LOG(A) + A * L.,OG P) - (A + 1.0) * LOG(DAT,* + 2TAP)

where TMP is defined as:

7W a - B , ÷B• * (Z+1)

and NSB and NSE are the user-specified starting and ending points for the iteration. (These values are
usually set to one-half the number of failures and the number of failures minus one, respectively.) For
each iteration, the SLAVMD routine is executed using I failures; and the estimates for ALPHA (A),
BETAO, and BETAI based on those I failures are placed in the prior equations (along with the actual
observed time to the next failure).
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"Ihe vector for the bias of the model is calculated as:

UZ - 1 .0 - (Z T , E )A

as I goes from NSB to NSE (using ALPHA and TMP as defined for the accuracy). Once all iterations
are done, the vector is sorted in ascending order; and the Kolmogorov distance is calculated as:

DP - oAX(.0. (.- - US), (Us- X-1))

as I goes from 1 to NSR (the range formed from NSB to NSE).

The calculation for the trend of the model starts with the same function as described for the bias;
however, the values are scaled as:

T" - -LOGU(. 0 - UZ)

as I goes from NSB to NSE and then scaled a second time as:

yI - s.W"

where SUMTI is the summation of the T(I)'s.

The calculation for the noise of the model is calculated as:

ASS - M M - _x:.•

where M is calculated as:

*z . Tie - M
0.5"

(using ALPHA and TMP as defined for the accuracy).

The third SMFLIB routine, SLAVPR, is used to calculate the Mean-Time-Before-Next-Failure
(MTBNF) to discover the next failure and to generate a vector of the predicted Time-Between-Failures
(lEF) data. The Goodness-of-Fit of those predicted values to the original observed data is also computed
during the generation of the predicted data vector. The estimate of the P' failure (i.e., I-I failures have
been observed), where I ranges from one to NS, is calculated as:

P B- o + B * rPDA~x = A - 1.o

where ALPHA, BETAO, and BETAI are estimates for the model parameters based upon ML or LS
estimation; and PHI indicates whether the linear or quadratic fit was performed. Replacing I to the power
PHI with NS + I to the power PHI yields the equation to calculate the current MTBNF to discover the
next failure.

The Goodness-of-Fit calculation involves the same equations as shown for the bias calculation;
however, the range goes from I to NS, and the values for ALPHA, BETAO, and BETA1 are calculated
utilizing the entire failure history.
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4.2 ACCESS LINES AND ARGUMENT LISTS

4.2.1 SLAVMD Routine

"The access line to the SLAVMD routine is as follows:

CALL SLAVMD (DAT ,ESF ,MAXIC ,NS ,N ,PHIIND
,BETA ,ALPHA ,COUNT ,RFLAG ,X ,Z )

where the arguments of the call line, in the order of occurrence, are defined as:

DAT = Input real vector, of length greater than or equal to NS, containing the TBF data
(in any consistent form of elapsed time meauremet).

ESF = Input integer flag indicating the estimation selection type, where one indicates the
ML method of execution and two indicates the IS method.

MAXIC = Input integer containing the maximum number of iterations to be performed
before a return to the calling program is made if convergence does not occur.
This argument is not used during the LS method of execution.

NS = Input integer containing the number of software failures observed to date.

N = Input integer containing the number of unknown parameters. It should currently
be set to three.

PHIIND = Input integer flag indicating the PHI function to use, where one indicates the
linear function and two indicates the quadratic function.

BETA = Input real vector, of length two, containing the initial estimates for BETAO and
BETA I to be used during the ML method. This argument is not used during the
LS method of execution. The estimates from the LS execution may be used as
possible initial estimates (starting points); however, other starting points should
also be used to ensure the global maximum is reached.

NOTE: Past experience with this model has shown that when BETAO is less
than BETAI, BETAO should be changed to 2.0 * PHH*ND BETAI
to aid in the search for the global maximum.

ALPHA = Output real containing the model estimate for ALPHA. The value should only
be considered final when RFLAG has a value of zero. This argument returns
with the constant two during the LS method.

COUNT = Output integer containing the number of iterations performed to obtain the model
estimates during the ML method of execution. This argument is not used during
the LS method of execution.
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RFLAG Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful convergence, one indicates the maximum iteration
count was reached before convergence occurred, two indicates the Trust Region
could not be adjusted properly, and four indicates that the model parameters
failed to result in a positive initial MTBNF. (Improper adjustment may indicate
that other starting points are required.)

X = Output real vector, of length two, containing the model estimates for BETAO and
BETA1. LThe values should only be considered final when RFLAG has a value
of zero.

Z = Output real containing the optimum value of either the likelihood function or the
sums-of-squares. The value should only be considered final when RFLAG has
a value of zero.

4.2.2 SLAVMA Routin

The access line to the SLAVMA routine is as follows:

CALL SLAVMA (DAT ,NS ,NSB ,NSE ,NSR ,TYP
,MAXIC ,PHHIND ,STAT ,RFLAG ,INDX ,V
,VPRE )

where the arguments of the call line, in the order of occurrence, are defined as:

DAT = Input real vector, of length greater than or equal to NS, containing the TBF data
(in any consistent form of c'apsed time measurement).

NS = Input integer containing the number of software failures observed to date.

NSB = Input integer containing the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

TYP = Input integer flag indicating the type of analysis to be performed, where:

a. One indicates the accuracy
b. Two indicates the bias
c. Three indicates the noise
d. Four indicates the trend

MAXIC = Input integer containing the maximum number of iterations to be performed
before a return to the calling program is made if convergence does not occur.
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PHHIND = Input integer flag indicating the PHI function to use, where one indicates the
linear function and two indicates the quadratic function.

STAT = Output real containing the statistic for the analysis, where the following is
returned (based on the assignment of the argument TYP):

a. Computed accuracy
b. Computed Kolmogorov distance for the U-Plot
c. Computed noise
d. Computed Kolmogorov distance for the Y-Plot

RFLAG - Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, one indicates the maximum iteration
count was reached before convergence occurred, two indicates the Trust Region
could not be adjusted properly, four indicates that the model parameters failed
to result in a positive initial MTBNF, and five indicates the model applicability
analysis cannot be performed.

INDX = Output integer containing the number of iterations performed during the model
applicability analysis.

V - Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot, bias U-Plot, or trend Y-Plot. The vector is not used
for the noise analysis.

VPRE = Output real vector, of length greater than or equal to NSR, containing the data
values for the bias U-Plot, prior to sorting. The vector is not used for the other
three analysis types.

4.2.3 SLAVPR Routine

The access line to the SLAVPR routine is as follows:

CALL SLAVPR (NPV ,NS ,ALPHA ,BETA0 ,BETAI ,PHI
,DAT ,PDAT ,DVAL ,DFLG ,V )

where the arguments of the call line, in the order of occurrence, are defined as:

NPV = Input integer containing the number of predicted values desired, where one
indicates the MTBNF prediction and (the value of) NS indicates the vector of
predicted TBF data.

NS = Input integer containing the number of software failures observed to date.

ALPHA = Input real containing the model estimate for ALPHA (i.e., ALPHA from the
SLAVMD access).
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BETAO = Input real containing the model estimate for BETAO [i.e., X(1) from the
SLAVMD access].

BETAI - Input real containing the model estimate for BETAI [i.e., X(2) from the
SLAVMD access].

PHI = Input integer flag indicating whether the linear or quadratic function was used to
obtain the estimates (i.e., PHIIND from the SLAVMD access).

DAT = Input real vector, of length greater than or equal to NS, containing the TBF data
(in any consistent form of elapsed time measurement). This agummt is only
used during the calculation of the Kolmogorov distance.

PDAT - Output real vector, of length greater than or equal to NPV, containing the

predicted data value(s).

DVAL = Output real containing the Kolmogorov distance.

DFLG = Output integer flag indicating the significance of the computed Kolmogorov
distance, where one indicates the model may not provide an adequate fit and two
indicates the model may provide an adequate fit.

V = Scratch working real vector of length greater than or equal to NS.

4.3 EXAMPLES

The example executions of the Bayesian Reliability Growth model are contained on pages A-9
through A-14 and consist of four analyses of the TBF data set introduced in Section 1.4; the first two are
for the ML linear and quadratic executions and the second two are for the LS executions. (That data set
consists of 30 data points, with the last point being the amount of failure-free execution time after the last
failure happened.) Table 4-1 shows the correlation of the appendix pages to the example executions.
These examples were obtained from an actual SMERFS execution on the VAX 11/785 in which a *patch"
was added to list the arguments before and after the SMFLIB routine processing. Arguments that retain
their initially assigned values are not listed in the lower half of the examples.

The Bayesian Reliability Growth model does not have provisions for the final failure-free testing
time; therefore, NS is set to 29 in all examples. (The failure-free testing time must, therefore, be
considered for the prediction for the MTBNF for the next failure.)

It cwn Lb ieen that the future predictions and the vector generations were not performed for the
both of the line.ar functions. This is because the model estimation executions were not successful, as
indicated by the non-zero RFLAG values for this data set.

It can also be seen that the initial estimates for BETAO and BETAI in the ML examples were
simply set to the estimates from the LS examples. Had this been a real software reliability analysis, other
starting points should have been explored to ensure that the global maximum had been reached.
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TABLE 4-1. BAYESIAN RELIABILITY GROWTH MODEL EXAMPLE PAGES

M ETHOD OF EXECUTION ( FSF) M L IS __ _

SEIECTION OF FUNCTION (PHIIND) LIN QUAD UN QUAD

MODEL APPLICABILITY ANALYSES A-9 A-Il N/A N/A

MODEL ESTIMATION EXECUTIONS A-10 A-12 A-13 A-14

MTBNF FOR THE NEXT FAILURE N/A A-12 NIA A-14

PREDICTED TBF VECTOR GENERATIONS N/A A-12 N/A A-14
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CHAPTER 5

JOHN MUSAS
BASIC EXECUMON TIME MODEL

AND
CALENDAR TIME COMPONENT

5.1 INTRODUCTION

This chapter describes the SMFLIB routines associated with the Basic Execution Time model mad
Calendar Tune Component developed by John Musm of Bell Laboratories (frences 1 and 4). This
model is based on the mount of Central Processing Unit (CPU) time involved in testing, but attempts
to relae those estimates to wall clock units. By doing this, Musa is able to relate the amount of limiing
resources (failure identification personnel, failure correction personnel, and computer time) to the mount
of CPU time that may be utilized during various tueti segments. Because of the extra relationship of
CPU time to wall dock time, four (main level) SMFLIB routines are used to support this model. The
four routines are SMUSMD, SMUSCT, SMUSMA, and SMUSPR.

The first SMFUB routine, SMUSMD, is used to calculate the Maximum Likelihood (ML)
estimates tor the initial Mean-T'me-Before-Next-Faiure (MTBNF) and the required number of faults to
be discovered before all faults in the code are uncovered. The two equations (Referemce 1, page 4-87)
are solved by the Dekker-Brew algorithm (Reference 3). The Basic Execution Tame model (for this
revision to the SMFLIB) has also been enhanced to include the additional quantities for the initial and
current intensity functions (Referenmce 4), bringing the library more in line with Musa's current models.

The second SMFLIB routine, SMUSCT, provides the Calendar Time Component portion of
Musa's model. In this routine, the CPU expenditure estimates are correlated to wall clock expenditure.
Specifically, SMUSCT is used to calculate the prediction of the additional wa clock time required to
achieve a desired CMU MTBNF (References 1 and 4).

The third SMFLIB routine, SMUSMA, is used to perform the four model applicability analyses
(Reference 6) for the ML method of execution. This includes the analysis over accuracy, bias, trend,
and noise. The accuracy of the model is calculated as:

ACC L•-LOG(BO) + LoG (B,) - TNPi * B8 * (MEP(-2 P1) - mXP(-T7P2))

where TMPI and TMP2 are defined as:

X.1 Z

2WP a DJ. DATJ T2NP2 -Bj DATy

and NSB and NSE are the user-specified starting and ending points for the iteration. (These values awe
usually set to one-half the number of failures and the number of failures minus one, respectively.) For
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each iteration, the SMUSMD routine is executed using I failures; and the estimates for BETAO (BJ and
BETA I (B) based on those I failures are placed in the prior equation (along with the actual observed time
to the next failure). BETAO is equivalent to the total number of faults (TNOF of the SMUSMD routine),
BETAI is re-computed as the initial intensity function (HF of the SMUSMD routine) over the total
number of faults, and the summations of the DAT(J)'s are the total amount of testing time that has been
done up to the time of the current and next failure occurrences. DAT(J) is the time between the (I-I)
and 3' failure occurrences.

The vector for the bias of the model is calculated as:

*Z= 1.0 - (" ( - S *xP (-B3. * ;DATj)) * (1.0 - WP(-B 1 * DATz. 1 ))

as I goes from NSB to NSE. Once all iterations are done, the vector is sorted in ascending order; and

the Kolmogorov distance is calculated as:

DP - MLJo -o. ( Z - US). (uz - 1)

as I goes from I to NSR (the range formed from NSB to NSE).

The calculation for the trend of the model starts with the same function as described for the bias;
however, the values are scaled as:

"Z- -Lo(1.0 - Ur)

as I goes from NSB to NSE and then scaled a second time as:

where SUMTI is the summation of the T(O's.

The calculation for the noise of the model is calculated as:

)me=- Iz -M1 - 1 1j
where M is calculated as:

Sa 1.0 *LG -= (0.D5)

The fourth SMFLIB routine, SMUSPR, is used to calculate the predictions for the future
reliability and additional testing time required to achieve a desired MTBNF and to generate a vector of
predicted Tiune-Between-Failures (TBF) data. The Goodness-of-Fit of those predicted values to the
original observed data is also computed during the generation of the predicted data vector. The estimate
of the additional execution time required to increase the current MTBNF to a desired level is calculated
as:

PDATa - TNF * ITF. * e(o D )
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where TNOF, IMTBF, and CMTBF ae estimates for the total number of flts, initial WM NF, and the
curren MTDNF, respectively. DMTBF is the desired level (References I and 4). Since a division by
CWMTF is performed, this calculation should only be attempted if CM''F is greater that zero.

"The estimate of the predicted number of failures that need to occur before this reliability level
is achieved, is calculated as:

A,* - m•(TOOF - IM,•, (7, •n, D ,- 1.0 1.0

where TNOF, IMTBF, CMTBF, and DMTBF are as previously defined; and NS is the number of
software failures observed to date.

"The estimate for the 1P failure (.e, 1-1 failures have been observed), where I ranges from one
to NS, is calculated as:

PDATz a ZM'I•F * gT. (2WF * INTBF)

where TNOF and IMTBF are as previously defined, and the summation of the DAT(J)'s, where J ranges
from one to I-I, is the total amount of testing time that has been done up to the time of the (I-I) failure
occurrence. DAT(J) is the time between the (1-1)' and J6 failure occurrences.

The Goodness-of-Fit calculation involves the same equations as shown for the bias calculation;
however, the range goes from I to NS, and the values for BETAO and BETAI are calculated utilizing
the entire failure history.

5.2 ACCESS LINES AND ARGUMENT LISTS

5.2.1 SMUSMD Routine

The access line to the SMUSMD routine is as follows:

CALL SMUSMD (NS ,DAT ,XLTM ,CMTBF ,ECR ,IMTBF
,IFLG ,TNOF ,IF ,CIF ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

NS = Input integer containing the number of software failures observed to date.

DAT = Input real vector, of length greater than or equal to NS, containing the CPU TBF
data (in any consistent form of elapsed time measurement).

XLTM = Input real containing the final failure-free test time. An entry of zero indicates
that a software failure occurred at the end of the final entry (i.e., there is no
failure-free test time).
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CMTBF - Output real containing the model tstimate of the current MTBNF. The value
should only be considered final when RFLAG has a value of zero.

ECR = Output real containing the model estimate of the current reliability of the program
if the program was to be run for the same amount of time as had been completed
in testing. The value should only be considered final when RFLAG has a value
of zero.

IMTBF = Output real vector, of length three, containing the model estimate of the initial
MTBNF and (if IFLG is equal to one) its 95-percent confidence interval. The
value(s) should only be considered final when RFLAG has a value of zero.

IFLG = Output integer flag indicating the availability of the 95-percent confidence
interval within IMTBF, where zero indicates the interval was not computed and
one indicates the interval was computed and stored in the second and third
elements of IMTBF.

TNOF = Output real vector, of length three, containing the model estimate of the total
number of faults and its 95-percent confidence interval. The values should only
be considered final when RFLAG has a value of zero.

lIP = Output real containing the model estimate of the initial intensity function. The
value should only be considered final when RFLAG has a value of zero.

CIF = Output real containing the model estimate of the current intensity function. TIe
value should only be considered final when RFLAG has a value of zero.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.

5.2.2 SMUSCT Routine

The access line to the SMUSCT routine is as follows:

CALL SMUSCT (TNOF ,CMTBFH ,DMTBFH ,IMTBFH ,NS ,PC
,PF ,PI ,PMQ ,RHOC ,TC ,TI
,XMC ,XMF ,XMI ,XMQ ,XlNT )

where the arguments of the call line, in the order of occurrence, are defined as:

TNOF = Input real containing the model estimate for the total number of faults [i.e.,
TNOF(I) from the SMUSMD access].
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CMTBFH = Input real containing the model estimate for the current MTBNF (recorded in
hours) (i.e., CMTBF from the SMUSMD access, with possible time unit
conversion).

DMTBFH = Input real containing the desired CMU MTBNF (recorded in hours).

IMTBFH = Input real containing the model estimate for the initial MTBNF (recorded in
hours) [i.e., IMTBF(I) from the SMUSMD access, with possible time unit
conversion).

NS = Input integer containing the number of software failures observed to date.

PC = Input real containing the number of computer shifts. For example, if the work
week is 40 hours and the computer is available 80 hours per week, then there are
2 shifts.

PF = Input real containing the number of failure correction personnel.

PI = Input real containing the number of failure identification personnel.

PMQ = Input real containing the probability that the queue length will be no larger than
the value assigned to the XMQ argument.

RHOC = Input real containing the computer utilization factor. RHOC should always be
greater than zero and less than or equal to one.

TC = Input real containing the average amount of computer wall clock time expended
per unit of CPU execution time.

TI = Input real containing the average amount of identification time expended per unit
of CPU execution time.

XMC = Input real containing the average amount of computer time (in hours) expended
per failure.

XMF = Input real containing the average amount of correction time (in hours) expended
per failure.

XMI = Input real containing the average amount of identification time (in hours)
expended per failure.

XMQ = Input real containing the maximum queue length for a debugger.

XINT = Output real containing the predicted wall clock time (in hours) required to
achieve the goal specified in the DMTBFH argument.
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5.2.3 SMUSMA Routine

"The access line to the SMUSMA routine is as follows:

CALL SMUSMA (DAT ,NS ,NSB ,NSE ,NSR ,TYP
,STAT ,RFLAG ,INDX ,V ,VPRE )

where the arguments of the call line, in the order of occurrence, are defined as:

DAT - Input real vector, of length greater than or equal to NS, containing the CPU TBF
data (in any consistent form of elapsed time meaurmnt).

NS = Input integer containing the number of software failures observed to date.

NSB = Input integer containing the starting point for the analysis.

NSE - Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

TYP M Input integer flag indicating the type of analysis to be performed, where:

a. One indicates the accuracy
b. Two indicates the bias
c. Three indicates the noise
d. Four indicates the trend

STAT = Output real containing the statistic for the analysis, where the following is
returned (based on the assignment of the argument TYP):

a. Computed accuracy
b. Computed Kolmogorov distance for the U-Plot
c. Computed noise
d. Computed Kolmogorov distance for the Y-Plot

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, four indicates the estimated number of faults is less
than the number of faults found to date, and five indicates the model applicability
analysis cannot be performed.

INDX = Output integer containing the number of iterations performed during the model
applicability analysis.

V = Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot, bias U-Plot, or trend Y-Plot. The vector is not used
for the noise analysis.
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VPRE - Output real vector, of length greater than or equal to NSR, containing the dam
values for the bias U-Plot, prior to soting. The vector is not used for the otbw
three analysis types.

5.2.4 SMUSPR Routiu

The access line to the SMUSPR routine is as follows:

CALL SMUSPR (NPV ,NS ,DAT ,IMTBF ,CWMBF ,DMTDF
,TNOF ,UiF ,PDAT ,DVAL ,DFLG ,V

where the arguments of the call line, in the order of occurrence, are defined as:

NPV = Input integer containing the number of predicted values desired, where two
indicates the predictions for future reliability and additional esting time, and (the
value of) NS indicates the vector of predicted TBF data.

NS = Input integer containing the number of software failures observed to date.

DAT - Input real vector, of length greater than or equal to NS, containing the CPU TBF
data (in any consistent form of dapsed time measuremnt). This argument is not
used during the predictions for the future reliability and additional testing time.

IMTBF = Input real containing the model estimate for the initial MTBNF [i.e., IMTBF(1)
from the SMUSMD access].

CMTBF = Input real containing the model estimate for the current MTBNF (i.e., CMTBF
from the SMUSMD access). 'Tis argument is not used during the vector
generation.

DMTBF = Input real containing the desired MTBNF. This argument is not used during the
vector generation.

TNOF = Input real containing the model estimate for the total number of faults [i.e.,
TNOF(l) from the SMUSMD access).

HIF = Input real containing the model estimate for the initial intensity function (i.e., hF
from the SMUSMD access).

PDAT = Output real vector, of length greater than or equal to NPV, containing the
predicted data values.

DVAL = Output real containing the Kolmogorov distance.
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DFLG - Output integer flag indicating the significance of the computed Kolmogorov
distance, where one indicates the model may not provide an adequate fit and two
indicates the model may provide an adequate fit.

V = Scratch working real vector of length greater than or equal to NS.

5.3 EXAMPLES

The example executions of John Mmu's Basic Execution Time model (and Calendar Time
Component) are contained on pages A-15 through A-17 and consist of an analysis of the TBF data sot
introduced in Section 1.4. (That data set consists of 30 data points, with the last point being the ammu
of failure-free execution time after the last failure happened.) Table 5-1 shows the correlation of the
appendix pages to the example executions. These examples were obtained from an actual SMERFS
execution on the VAX 11/785 in which a "patch" was added to list the arguments before and after the
SMFLIB routine processing. Arguments that retain their initially assigned values are not listed in the
lower half of the examples.

It can be seen that the number of failures is set to 29 (in the example), and the XLTM argument
is set to the final failure-free testing time of 30 seconds. Had the final testing session terminated with
a failure, XLTM would have been assigned a zero, and NS would have been set to the number of data
points (30). Within the model, the failure-free test time is removed after the model parameters are
computed. This brings the estimates related to execution time more in line with the other models (which
do not have provisions for the failure-free test time).

It is pointed out that the Calendar Tune Component expects the initial and current MTBNF
estimates to be recorded in hours. Since the data described in Table 1-1 are in seconds, the two values
are divided by 3600. The desired MTBNF is set to 40 hours; the other inputs were simply set to
reasonable values for the limiting resources (failure identification personnel, failure correction personnel,
computer time). The result, XINT, indicates the amount of wall clock time (in hours) required to achieve
the desired amount of CPU execution time (in hours) without failure.

TABLE S-1. MUSA'S BASIC EXECUTION TIME MODEL EXAMPLE PAGES

MODEL APPLICABILITY ANALYSES A-15

MODEL ESTIMATION EXECUTION A-16

FUTURE RELIABILITY MEASURES AND ADDITIONAL TESTING A-16
TIME PREDICTIONS

PREDICTED TBF VECTOR GENERATION A-16

CALENDAR TIME COMPONENT A-17
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CHAPTER 6

JOHN MUSA'S
LOGARITHMIC POISSON

EXECUTION TIME MODEL

6.1 INTRODUCTION

hbis chapter describes the SMFLIB routines associated with the Logarithmic Poisson model
developed by John Musa (Reference 4). This model is based on the amount of Central Processing Unit
(CPU) time involved in testing, as is Musa's other model (Chapter 5). The three (main level) SMFLIB
routines that support this model are SMSAMD, SMSAMA, and SMSAPR.

The first SMFLIB routine, SMSAMD, is used to calculate the Maximum Likelihood (ML)
estimates. The Dekker-Brent algorithm is used to solve the equations. (Refer to Reference 4 for the
equations of those estimates and Reference 3 for information on the algorithm.)

The second SMFLIB routine, SMSAMA, is used to perform the four model applicability analyses
(Reference 6) for the ML method of execution. This includes the analysis over accuracy, bias, hend,
and noise. The accuracy of the model is calculated as:

ACC - -LOG(BO) + LOG(Bl) - LOGI(2PI) + B0 * (LOG(2WP2) - LOG(TNPI))

where TMPI and TMP2 are defined as:

Z*1 z
274PI - 1. 0 + BI * DAT, 7WP2 - 1. 0 + B, E ~DATy

and NSB and NSE are the user-specified starting and ending points for the iteration. (These values are
usually set to one-half the number of failures and the number of failures minus one, respectively.) For
each iteration, the SMSAMD routine is executed using I failures; and the estimates for BETAO (B.) and
BETAI (BI) based on those I failures are placed in the prior equation. The summations of the DAT(J)'s
are the total amount of testing time that has been done up to the time of the current and next failure
occurrences. DAT() is the time between the (J-l)r and I' failure occurrences.

The vector for the bias of the model is calculated as:

I'- . - ( T10 1

72WP1I)

as I goes from NSB to NSE (using TMPI and TMP2 as defined for the accuracy). Once all iterations
are done, the vector is sorted in ascending order; and the Kolmogorov distance is calculated as:

DP - MAýO - . 1~ - us), (uz - -- )
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as I goes from 1 to NSR (the range formed from NSB to NSE).

The calculation for the trend of the model starts with the same function as described for the bias;
however, the values are scaled as:

"Z* -L-OG(1. 0 - UZ)

as I goes from NSB to NSE and then scaled a second time as:

rz a- sirz

where SUMTI is the summation of the T(l)'s.

The calculation for the noise of the model is calculated as:

ASIR - ý I Z I r.

where M is calculated as:

BI * IDATj 1.0 z
141 a B, . 0.5* - K- - ZI DATj

"The third SMFLIB routine, SMSAPR, is used to calculate the expected number of failures for
an additional testing time, to calculate the expected number of failures and the additional testing time to
achieve a desired intensity function (expressed as failures per CPU time unit), and to generate a vector
of predicted Time-Between-Failures (TBF) data. The Goodness-of-Fit of those predicted values to the
original observed data is also computed during the generation of the predicted data vector. The estimate
of the number of failures expected during an additional testing time is calculated as:

AL --- B, • * MM + 1.0
PA1 LOG(B. sEW7EP. 1.0)

where BETAI is one of the model parameters, SUMTBF is the total amount of testing time that has been
done up to the current failure occurrence, and EXTM is that time plus the additional amount.

The estimates of the predicted number of failures and the additional testing time to achieve a

desired intensity function are calculated as:

and
.,, A ,T 2 - B O * ( '1 . 0 - " "1'. "0

where BETAO is as previously defined, CF is the current intensity function, and DIF is the desired
intensity function.
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The estimate for the IP failure (i.e., I-1 failures have been observed), where I ranges from one
to NS, is c.iculated as:

1 0 B0 1. 0 B0 o 1 1

where BErAO and BETA1 are as previously defined.

The Goodness-of-Fit calculation involves the same equations as shown for the bias calculation;
however, the range goes from I to NS, and the values for BETAO and BETA I are calculated utilizing
the entire failure bi'tory.

6.2 ACCESS LINES e."*) ARGUMENT LISTS

6.2.1 SMSAM 7kutine

The access line to the SMSAMD routine is as follows:

CALL SMSAMD (NS ,DAT ,SUMTBF ,BETA0 ,BETAl ,CIF
,HIF ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

NS - Input integer containing the number of software failures observed to date.

DAT - Input real vector, of length greater than or equal to NS, containing the CPU TBF
data (in any consistent form of elapsed time measurement).

SUMTBF = Input real containing the total amount of testing time, including any failure-free
test time.

BETAO = Output real containing the BETAO parameter of the model. This value should only
be considered final when RFLAG has a value of zero.

BETAI = Output real containing the BETA l parameter of the model. This value should only
be considered final when RFLAG has a value of zero.

CIF = Output real containing the model estimate of the current intensity function. The
value should only be considered final when RFLAG has a value of zero.

iF = Output real containing the model estimate of the initial intensity function. The
value should only be considered final when RFLAG has a value of zero.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing and three indicates the data are not
appropriate for the model.
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6.2.2 SMSAMA Routin

The access line to the SMSAMA routine is as follows:

CALL SMSAMA (DAT ,NS ,NSB ,NSE ,NSR ,TYP
,STAT ,RFLAG ,INDX ,V ,VPRE )

where the arguments of the call line, in the order of occurrence, are defined as:

DAT = Input real vector, of length greater than or equal to NS, containing the CPU TBF
data (in any consistent form of elapsed time measurement).

NS = Input integer containing the number of software failures observed to date.

NSB = Input integer containing the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

TYP = Input integer flag indicating the type of analysis to be performed, where:

a. One indicates the accuracy
b. Two indicates the bias
c. Three indicates the noise
d. Four indicates the trend

STAT = Output real containing the statistic for the analysis, where the following is
returned (based on the assignment of the argument TYP):

a. Computed accuracy
b. Computed Kolmogorov distance for the U-Plot
c. Computed noise
d. Computed Kolmogorov distance for the Y-Plot

RPIAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, and five indicates the model applicability analysis
cannot be performed.

INDX = Output integer containing the number of iterations performed during the model
applicability analysis.

V = Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot, bias U-Plot, or trend Y-Plot. The vector is not used
for the noise analysis.
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VPRE - Output real vector, of length greater than or equal to NSR, containing the data
values for the bias U-Plot, prior to sorting. The vector is not used for the other
three analysis types.

6.2.3 SMSAPR Routine

The access line to the SMSAPR routine is as follows:

CALL SMSAPR (NPV ,NS ,CIF ,DIF ,BETAO BETA 1
,EXTM DAT ,PDAT ,DVAL ,DFLG ,V

where the arguments of the call line, in the order of occurrence, are defined as:

NPV = Input integer containing the number of predicted values desired, where one
indicates the prediction for the number of failures expected during an additional
execution time, two indicates the expected number of failures and the
corresponding test time required to achieve a specified intensity function, and
(the value of) NS indicates the vector of predicted TBF data.

NS - Input ineger containing the number of software failures observed to date. This
argument is only used during the vector generation.

CIF = Input real containing the model estimate for the current intensity function (i.e.,
CF from the SMSAMD access). This argument is only used during the
predictions for the expected failure number and additional testing time (i.e., CIF
is only used when NPV is set to two).

DIF = Input real containing the desired intensity function. This argument is only used
during the predictions for the expected failure number and additional testing time
(i.e., DIF is only used when NPV is set to two).

BETAO = Input real containing the model parameter, BETAO (i.e., BETAO from the
SMSAMD access).

BETAI = Input real containing the model parameter, BETA1 (i.e., BETAI from the
SMSAMD access). This argument is not used during the predictions for the
expected failure number and additional testing time (i.e., BETAI is not used
when NPV is set to two).

ExTM = Input real containing the desired execution time, when NPV is set to one. The
input value should include the total amount of previous execution time (excluding
any failure-free testing time). This argument is only used during the prediction
for the number of failures expected during an additional execution time (i.e.,
EM is only used when NPV is set to one).

DAT - Input real vector, of length greater than or equal to NS, containing the CPU TBF
data. This argument is used during the prediction for the number of failures
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expected during an additional execution time and during the calculation of the
Kolmogorov distance.

PDAT = Output real vector, of length greater than or equal to NPV, containing the
predicted data value(s).

DVAL = Output real containing the Kolmogorov distance.

DFLG = Output integer flag indicating the significance of the computed Kolmogorov
distance, where one indicates the model may not provide an adequate fit and two
indicates the model may provide an adequate fit.

V = Scratch working real vector of length greater than or equal to NS.

6.3 EXAMPLES

The example executions of John Musa's Logarithmic Poisson model are contained on pages A-I1
through A-20 and consist of an analysis of the TBF data sat introduced in Section 1.4. (That data set
consists of 30 data points, with the last point being the amount of failure-free execution time after the last
failure happened.) Table 6-1 shows the correlation of the appendix pages to the example executions.
"These examples were obtained from an actual SMERFS execution on the VAX 11/785 in which a 'patch*
was added to list the arguments before and after the SMF.IB routine processing. Argumen that retain
their initially assigned values are not listed in the lower half of the examples.

It can be seen that the number of failures is set to 29 (in the example) and the SUMTBF argument
is set to the total time of testing (including the failure-free testing time). Had the final testing session
terminated with an failure, NS would have been assigned the total number of data points (30) and
SUMTBF would not have changed. Within the model, the failure-free test time is removed after the
model parameters are computed. This brings the estimates related to execution time more in line with
the other models (which do not have provisions for the failure-free test time).

TABLE 6-1. MUSA'S LOGARrrHMIC POISSON MODEL EXAMPLE PAGES

MODEL APPLICABILITY ANALYSES A-18

MODEL ESTIMATION EXECUTION A-19

EXPECTED NUMBER OF FAILURES DURING ADDITIONAL A-19
TESTING

FAILURES AND TESTING TIME TO REACH A DESIRED A-19
INTENSITY FUNCTION

PREDICTED TBF VECTOR GENERATION A-20
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As previously mentioned, the desired execution time during the first prediction includes the total
time of testing up through the last failure occurrence. Hence, an additional execution time of 1 hour
(3600 seconds) results in EXTM being set to 4178.5 seconds (when the 578.5 seconds to the final failure
is added).
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CHAPTER 7

NON41HOMOGENEOUS POSSON MODEL
FOR EXECtMON TIME DATA

7.1 INTRODUCTION

"Ihis chapter describes the SMFLIB routinmes associated with the Non-homogeneous Poobson model
proposed by Amrit Goel and Kazu Okumow, and applied to execution time analysis Md( rc 1). The
three (main level) SMFLIB routines that supprt this model are SNPTMD, SNPTMA, and sNPR.

The first SMFLIB routine, SNPTMD, is wed to calculate the estimate usin the Maximum
Likeirbood (ML) mehod of execution. The equations used to daeiv e ML • tmaes wre provided in
R e 1, pag 4-77. The Dekker-Brent algorithm is used to find the solution to the pair of equations
(Reference 3).

1he second SMFIJB routine, SNPTMA, is used to perform the four model apicability analyses
(Referece 6) for the ML method of execution. This includes the analysis over accuracy, bias, trend,
and noise. The accuracy of the model is calculated as:

ACM = -LOW(2I ) .LOG(PCO( ) - 2•P

. -PCON * DATJ- -P * DAT - PCw* DATJ

where NSB and NSE are the user-specified starting and ending points for the itertion. (These values
are usually set to one-half the number of failures and the unmber of failures minus one, respectively.)
For each iteration, the SNFrMD routine is executed using I failures; and the estimates for the total
number of faults (TNOF) and the proportionality constant (PCON) based on those I failures are placed
in the prior equation. The summations of the DATQ)'s are the total amount of testing time that has been
done up to the time of the current and next failure occurrences. DATQ) is the time between the (J-1)'
and ? failure occurrences.

The vector for the bias of the model is calculated as:

U:* 1.0 - -TOF -Pc DATJ) - -P=w * DATJ)))

as I goes from NSB to NSE. Once all iterations are done, the vector is sorted in ascending order; and
the Kolmogorov distance is calculated as:

DP - AX (ý0. 0. ( Z - Ui), (cy--1))
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a I gon from I to NSR (the range formed from NSB to NSE).

The calculation for the trend of the model starts with the same function as described for the bia;
however, the values are scaled as:

TZ- -LoG(1.o - U1)

a I goes from NSB to NSE and them scaled a secood time as:

where SUMTI is the summation of the TO)'s.

The calculation for the noise of the model is calculated as:

-* ____

where M is calculated as:

Nz"LG(W - PCOW. DAT,, - i~4LOG(0. S) + TWF Aý DAT.C
N2 - CON

The third SMFLIB routine, SNFrPR, is used to calculate the prediction of the program reliability
for a specified operational time, to calculate the prediction of the additional testing time required to
achieve a specified reliability for a specified operational time, and to generate a vector of the predicted
Time-Between-Failures (TBF) data. The Goodness-of-Fit of those predicted values to the oiginal
observed data is also computed during the generation of the predicted data vector. The estimate of the
program's reliability for a specified operational time is calculated as:

PDAT, - zr{2?aO .CC (mJDw. A ij) - RX1{PCX (0 DA,W .+SOT))))

where TNOF and PCON are etimae for the totalm mber of faults and the proportionality contt of

the model; SOT is the specified operational time; and the summation of the DAT()'s, where J ranges
from one to NS, is the total amount of testing time that has been done up through the last failure
occurrence.

The estimate of the required testing time to achieve a specified reliability for a specified
operational time is calculated as:

oG(TroF * (1.0- E(-PCONS S02)) - LOG(LoG.--0))
PDA T - __ oN I M

where TNOF, PCON, and SOT are as previously defined; and SR is the specified reliability.
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Th estimate for dte P failure (i.e., I-I filures have bee observed), where ruas from one
to NS, is calculated as:

f DAZ I

PDAT,'

fmwo ( 1.0 -= -DATj))

where TNOF and PCON am as previously defined, and the summations of the DATQ)'s am the total
amounts of testing time that have been done up through the previous (1-1) failure occurrenm and the
current (1).

"The Goodness-of-Fit calculation involves the same uations as shown for the bias calculation;
however, the range goes from I to NS, and the values for TNOF and PCON are calculated utilizing the
entire failure history.

7.2 ACCESS UNES AND ARGUMENT LISTS

7.2.1 SNPTMD Routine

T'he access line to the SNYT routine is s follows:

CALL SNPTMD (DAT ,NS ,STATS ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

DAT = Input real vector, of length greater than or equal to NS, containing the
Time-To-Failures (TMF) data (in any consistent form of elapsed time
measurement). Unlike the other (execution time) SMFLIB routines, which all
use TBF data, this routine uses 3nr data.

NS = Input integer containing the number of software failures observed to date.

STATS = Output real vector, of length two, containing the model estimates for the
proportionality constant of the model and the total number of faults. The values
should only be considered final when RFLAG has a value of zero.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.
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7.2.2 SN M A Routine

The access line to the SNPTMA routine is as follows:

CALL SNPTMA (DAT ,NS ,NSB ,NSE ,NSR ,TYP
,STAT ,RFLAG ,INDX ,V ,VPRE )

were the arguments of the call line, in the order of occurrence, are defined as:

DAT M Input real vector, of length greater than or equal to NS, containing the TIT data
(in any consistent form of elapsed time me mnt).

NS M Input integer containing the number of software failures observed to date.

NSB W Input integer containing the starting point for the analysis.

NSE W Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

TYP = Input integer flag indicating the type of analysis to be performed, where:

a. One indicates the accuracy
b. Two indicates the bias
c. Three indicates the noise
d. Four indicates the trend

STAT - Output real containing the statistic for the analysis, where the following is
returned (based on the assignment of the argument TYP):

a. Computed accuracy
b. Computed Kolmogorov distance for the U-Plot
c. Computed noise
d. Computed Kolmogorov distance for the Y-Plot

RFLAG - Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, four indicates the estimated number of fault is less
than the number of faults found to date, and five indicates the model applicability
analysis cannot be performed.

INDX - Output integer containing the number of iterations performed during the model
applicability analysis.

V = Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot, bias U-Plot, or trend Y-Plot. The vector is not used
for the noise analysis.

7-4



NSWCDD TR 84-371

VPRE - Output real vector, of length greater than or equal to NSR, containing the data
values for the bias U-Plot, prior to sorting. The vector is not used for the other
three analysis types.

7.2.3 SNPTPR Rotne

The access line to the SNPTPR routine is a follows:

CALL SNPTPR (NPV ,NS ,DAT ,PCON ,TNOF ,SOT
,SR ,PDAT ,DVAL ,DFLG ,V )

where the arguments of the call line, in the order of occurrence, are defined as:

NPV = Input integer containing the number of predicted values desired, where one
indicates either the program reliability or the additional testing time (reference
the description of the SR argument), and (the value of) NS indicates the vector
of predicted TBF data.

NS = Input integer containing the number of software failures observed to date.

DAT = Input real vector, of length greater than or equal to NS, containing the TIF data
(in any consistent form of elapsed time measuremen).

PCON = Input real containing the model estimate for the proportionality constant [i.e.,
STATS(1) from the SNFI'MD access].

TNOF = Input real containing the model estimate for the total number of faults [i.e.,
STATS(2) from the SNPTMJ access].

SOT = Input real containing the specified operational time. This argument is not used
during the vector generation.

SR = Input real containing the specified reliability during the prediction of the
additional testing time required to achieve a specified reliability for a specified
operational time. When NPV is set to one and SR is set to minus one, the
program reliability for a specified operational time is calculated. This argument
is not used during the vector generation.

PDAT = Output real vector, of length greater than or equal to NPV, containing the
predicted data value(s).

DVAL = Output real containing the Kolmogorov distance.

DFLG = Output integer flag indicating the significance of the computed Kolmogorov
distance, where one indicates the model may not provide an adequate fit and two
indicates the model may provide an adequate fit.
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V = Scratch working real vector of length greater than or equal to NS.

7.3 EXAMPLES

The example executions of the Non-homogeneous Poisson modal (as applied to execution time
analysis) are contained on pages A-21 and A-22 and onsist of an analysis of the TBF data set introduced
in Section 1.4. (That data set consists of 30 data points, with the last point being the amount of
failure-free execution time after the last failure happened.) Table 7-1 shows the correlation of the
appendix pages to the example executions. These examples were obtained from an actual SMERFS
execution on the VAX 11/785 in which a "patch" was added to list the arguments before and aft the
SMFLIB routine processing. Arguments that retain their initially assigned values are not listed in the
lower half of the examples.

The Non-homogeneous Poisson model accepts TIF data, not the standard TBF data. As the data
described in Section 1.4 are recorded in the latter, the times were merged using the SMFTRN routine
(Chapter 14). Additionally, it can be seen that the model does not have provisions for the final
failure-free testing time. This time should be considered when the specified operational time is entered.

TABLE 7-1. NON-HOMOGENEOUS POISSON MODEL (EXECUMON TIME)
EXAMPLE PAGES

MODEL APPLICABIIJTY ANALYSES A-21

MODEL ESTIMATION EXECUTION A-22

PROGRAM RELIABIIJTY FOR SPECIFIED OPERATIONAL TIME A-22

ADDITIONAL TESTING TIME TO REACH A SPECIFIED A-22
RELIABILrrY FOR A SPECIFIED OPERATIONAL TIME

PREDICTED TBF VECTOR GENERATION A-22
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CHAPTER 8

BROOKS AND MOTLEY'S
DISCRETE SOFTWARE RELIABIIXTY MODEL

FOR INTERVAL DATA

8.1 INTRODUCTION

This chapter describes the SMFLB routines associated with the Discrete Software Reliability
model formulated by W. Brooks and R. Motley of the IBM Corporation (Reference 1). The three (main
level) SMFLIB routines that support this model are SBAMMD, SBAMMA, and SBAMPR.

The first SMFLIB routine, SBAMMD, is used to calculate the estimates using the Binomial and
Poisson methods of execution. Under both execution methods, the Trust Region algorithm is used. (Refer
to Reference 1 for the model assumptions and the formulation, and Reference 3 for information on the
algoridtms and the starting values for the Trust Region.)

The second SMFLIB routine, SBAMMA, is used to perform the model applicability analysis over
the accuracy (Reference 6). That value is calculated as follows for the Binomial and Poisson methods,
respectively:

ACC -. LOG -o 2'UPl) I - LOGC(CAT"z. 1 ) - LOG (T2PI - CDATz. 1) I

+ CDA"z, 1 * LOG(T2"P2) + (7W1 - CDATz.1 ) * LOG(1.0 - T7P2)

ACC Is -c ATr.1 * LZOG (TfI) * CDATz.1 * LOG(7TwP2)

- 7WP1 * 27WP2 - ,OG(CDATz.1 ) I

where TMPI and TMP2 are defined as:

TNP1 a TNOP - PEC * M•ATZ

TNP2 = 1.0 - (1.0 - PM)

and NSB and NSE are the user-specified starting and ending points for the iteration. (These values are
usually set to one-half the number of intervals and the number of intervals minus one, respectively.) For
each iteration, the SBAMMD routine is executed using I intervals; and the probability of correcting faults
(PEC), the estimate for the total number of faults (TNOF), and the probability of observing faults (PED)
based on those I intervals are placed in the prior equation. (PED is calculated using the equation shown
in Paragraph 8.2.1.) The indexed elements of the CDAT, LDAT, and MDAT arrays contain the fault
count, interval length, and cumulative fault observations, respectively. Note that the fractional portion
of the program under test array (FDAT) is not used in the prior equations; testing of the complete
program is assumed.
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The third SMFLIB routine, SBAMPR, is used to calculate the prediction of the expected number
of faults in the next testing interval, and to generate a vector of the predicted interval fault counts. The
estimate of the expected number of faults in the next interval of testing is calculated as:

PDAT1 - (1.0 - (1.0 - PED)"m) * (TNOF * F.KF - PEC * ,, )

where TNOF and PED are estimates for the total number of faults and the probability of observing faults,
PEC is the actual probability of correcting faults, EXL is the expected length of the next testing interval,
and EXF and ERM are the expected fractional portion of code to be tested in the next interval and the
total number of faults found to date in that fractional portion.

"The estimate of the expected number of faults for the 11 interval, where I ranges from one to NS,

is calculated as:

PDAT1 - (1.0 - (1.0 - PED) "Mrz) * ("NOF * FDATz - PEC * MDATz)

where TNOF, PED, and PEC are as previously defined; and the I" elements of LDAT, FDAT, and
MDAT replace the simple variables EXL, EXF, and ERM.

8.2 ACCESS LINES AND ARGUMENT LISTS

8.2.1 SBAMMD Routine

The access line to the SBAMMD routine is as follows:

CALL SBAMMD (ESF ,MAXIC ,NS ,PEC ,PED ,TNOF
,FDAT ,MDAT ,CDAT ,LDAT ,STATS ,COUNT
,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

ESF = Innut integer flag indicating the estimation selection type, where one indicates the
Binomial method of estimation and two indicates the Poisson method.

MAXIC = Input integer containing the maximum number of iterations to be performed,
before a return to the calling program is made if convergence does not occur.

NS = Input integer containing the number of testing intervals conducted to date.

PEC = Input real containing the probability of correcting faults without inserting new
ones. A value of one indicates that faults are never introduced during the
correction process.

PED = Input real containing the initial estimate (starting point to be used in the
estimation process) for the probability of observing faults. A possible starting
point may be calculated as:
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cz.AT -:•T )"•TZ'- rATZ

PED T"( found faul,)

where I ranges from one to NS. However, other starting points (along with other
initial estimates for TNOF) should be used to ensure the global maximum is
reached.

TNOF = Input real containing the initial estimate (starting point to be used in the
estimation process) for the total number of faults. A possible starting point may
be calculated as:

7Mo= - PTZ + ) + o

S FDAT1  .

where I ranges from one to NS. However, other starting points (along with other
initial estimates for PED) should be used to ensure the global maximum is
reached.

FDAT = Input real vector, of length greater than or equal to NS, containing the fractional
portion of code being tested during each testing interval. A value of one
indicates that the entire program was under test during the testing interval.

MDAT = Input real vector, of length greater than or equal to NS, containing the
cumulative number of faults observed (in previous testing intervals) within the
specified portion of code [i.e., If FDAT(1) is the fractional portion of code being
tested in the 1' interval, MDAT(I) is the cumulative number of faults found in
that part of the program on all previous testing occasions.]

CDAT = Input real vector, of length greater than or equal to NS, contauning the interval
fault counts. Although real storage locations are assigned for these data, the
contents should be whole numbers.

LDAT = Input real vector, of length greater than or equal to NS, containing the interval
testing lengths.

STATS = Output real vector, of length three, containing tL-- estimation results. These
values should only be considered final when RFLAG has a value of zero. The
first two locations contain the model estimates for the total number of faults and
the probability of detecting faults. The third location contains the (specified)
probability of correcting faults without inserting new ones [i.e., the value passed
to the routine in the argument PEC is simply returned in STATS(3)].

COUNT = Output integer containing the number of iterations performed to obtain the model
estimates.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, one indicates that the maximum
iteration count was reached before convergence occurred, two indicates the Trust
Region could not be adjusted properly (which may indicate other starting points
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are required), and four indicates the estimated number of faults in less dhan the
number of faults found to date.

8.2.2 SBAMMA Routine

The access line to the SBAMMA routine is as follows:

CALL SBAMMA (CDAT ,LDAT ,FDAT ,MDAT ,NS ,NSB
,NSE ,NSR ,BOPFLG ,MAXIC ,PEC ,STAT
,RFLAG. ,INDX ,V )

where the arguments of the call line, in the order of occurrence, are defined as:

CDAT - Input real vector, of length greater than or equal to NS, containing the interval
fault counts.

LDAT = Input real vector, of length greater than or equal to NS, containing the interval
testing lengths.

FDAT = Input real vector, of length greater than or equal to NS, containing the fractional
portion of code being tested during each testing interval.

MDAT - Input real vector, of length greater than or equal to NS, containing the
cumulative number of faults observed (in previous testing intervals) within the
specified portion of code.

NS = Input integer containing the number of testing intervals conducted to date.

NSB = Input integer containing the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

BOPFLG = Input integer flag indicating the estimation selection type, where one indicates the
* Binomial method of estimation and two indicates the Poisson method.

MAXIC = Input integer containing the maximum number of iterations to be performed,
before a return to the calling program is made if convergence does not occur.

PEC = Input real containing the probability of correcting faults without inserting new
ones.

STAT = Output real containing the statistic for computed accuracy.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, one indicates that the maximum
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iteration count was reached before convergence occurred, two indicates the Trust
Region could not be adjusted properly (which may indicate other starting points
are required), and four indicates the estimated number of faults is less than the
number of faults found to date.

INDX = Output integer containing the number of iterations performed during the model
applicability analysis.

V = Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot.

8.2.3 SBAMPR Routine

The access line to the SBAMPR routine is as follows:

CALL SBAMPR (NPV ,NS ,TNOF ,PED ,PEC ,Ef
,EXL ,ERM ,FDAT ,LDAT ,MDAT ,PDAT )

where the arguments of the call line, in the order of occurrence, are defined as:

NPV = Input integer containing the number of predicted values desired, where one
indicates the number of faults expected in the next testing interval, and (the value
of) NS indicates the vector of predicted fault counts for all conducted intervals.

NS = Input integer containing the number of testing intervals conducted to date.

TNOF = Input real containing the model estimate for the total number of faults [i.e.,
STATS(1) from the SBAMMD access].

PED = Input real containing the model estimate for the probability of observing faults
[i.e., STATS(2) from the SBAMMD access].

PEC = Input real containing the (specified) probability of correcting faults without
inserting new ones [i.e., PEC or STATS(3) from the SBAMMD access].

EXF = Input real containing the expected fractional portion of code to be tested in the
next testing interval. This argument is not used during the vector generation.

EXL = Input real containing the expected length of the next testing interval. This
argument is not used during the vector generation.

ERM = Input real containing the total number of faults found to date in the fractional
portion of code to be tested in the next testing interval. This argument is not
used during the vector generation.

FDAT = Input real vector, of length greater than or equal to NS, containing the fractional
portion of code being tested during each testing interval. This argument is not
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used during the prediction for the total number of faults expected in the next
testing interval.

LDAT = Input real vector, of length greater than or equal to NS, containing the interval
testing lengths. This argment is not used during the prediction for the total
number of faults expected in the next testing interval.

MDAT - Input real vector, of length greater than or equal to NS, containing the
cumulative number of faults observed (in previous testing intervals) within the
specified portion of code. This argument is not used during the prediction for
the total number of faults expected in the next testing interval.

PDAT - Output real vector, of length greater than or equal to NPV, containing the
predicted data value(s).

8.3 EXAMPLES

The example executions of Brooks and Motley's Discrete Software Reliability model are contained
on pages B-3 through B-6 and consist of two analyses of the interval data set introduced in Section 1.4;
the first is for the Binomial and the second is for the Poisson. (That data set consists of 30 testing
intervals, all with equal testing lengths of one.) Table 8-1 shows the correlation of the appendix pages
to the example executions. These examples were obtained from an actual SMERFS execution on the VAX
11/785 in which a "patch" was added to list the arguments before and after the SMFLIB routine
processing. Arguments that retain their initially assigned values are not listed in the lower half of the
examples.

The Discrete Software Reliability model allows for the input of the fractional portion of a
program that is under test, through the FDAT vector. For simplicity (in the examples), all fractions of
FDAT are set to one, indicating that the entire program is always under test. This assignment,
additionally, simplifies the assignment for the MDAT vector. Since the MDAT vector is the cumulative
number of faults observed (in previous intervals) for the portion specified in FDAT, then MDAT(I) is
simply the summation '" the CDAT(J)'s, where J ranges from one to I-1.

It can be seen that the initial estimates for the total number of faults and the probability of
detecting faults were simply set by the calculations shown in Paragraph 8.2.1. Had this been a real
software reliability analysis, other starting points should have been explored to ensure that the global
maximum had been reached.

Additionally, it can be seen that both the Binomial and Poisson methods resulted in an estimate
for the total number of faults in the program of 305. Since 305 faults had already occurred, the
prediction for the number of faults in the next interval of testing was not made for this data set.
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TABLE 8-1. DISCRETE SOFTWARE RELIABILITY MODEL EXAMPLE PAGES

METH1OD OF EXECUTION (ESF) BINOMIAL POISSON

MODEL APPUCABILITY ANALYSIS B-3 B-5

MODEL ESTIMATION EXECUTIONS B-3 B-5

EXPECTED FAULTS IN THE NEXT N/A N/A
INTERVAL OF TESTING

EXPECTED FAULT COUNTS VECTOR B-4 B-6
GENERATIONS
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CHAPTER 9

GENERALIZED POISSON MODEL
FOR INTERVAL DATA

9.1 INTRODUCTION

"Thui chapter describes the SMFLIB routines associated with the Generalized Poisson model for
interval data, presented by R. Schafer, J. Alter, J. Angus, and S. Emoto (Reference 1). The three (main
level) SMFLIB routines that support this model are SGPOMD, SGPOMA, and SGPOPR.

The first SMFLIB routine, SGPOMD, is used to calculate the estimates using the Maximum
Likelihood (ML) and Least Squares (IS) methods of execution. The routine, additionally, allows for
three weighting functions to be applied to the interval testing lengths. The three functions are:

a. Weighting the testing lengths by the power two and then dividing by two (Schick-Wolverton
model)

b. Weighting the testing lengths by the power ALPHA (where the value is input)

c. Weighting the testing lengths by the power ALPHA (where the value is estimated)

The first and second weighting functions can be applied during both the ML and LS methods of
execution. The third weighting function is only allowed during a ML estimation, in which the testing
lengths are not equal for all intervals.

The Dekker-Brent algorithm is used to find the MIL estimates (when ALPHA is not estimated)
and the LS estimates. The Trust Region algorithm is used for the ML estimation when ALPHA is
estimated. (Refer to Reference I for the equations of those estimates, and Reference 3 for information
on the algorithms and the starting values for the Trust Region.)

The second SMFLIB routine, SGPOMA, is used to perform the model applicability analysis over
the accuracy (Reference 6). The calculation can only be made for the ML ALPHA input method, and
is calculated as:

ACC -CVAT,., • LOG(PCON) + C•DAT 1. * LOG(TNOF - MUATz) + CDATr.9
• LOG(La2Az2.) - PCON * (TROF - DAT7z) * (LDA2t.,) - LoG(CDAT 1,.1 ) I

where NSB and NSE are the user-specified starting and ending points for the iteration. (These values
are usually set to one-half the number of intervals and the number of intervals minus one, respectively.)
For each iteration, the SGPOMD routine is executed using I intervals; and the user-specified values for
ALPHA (A), the total number of faults (TNOF), and the proportionality constant (PCON) based on those
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I intervals are placed in the prior equation. The indexed elements of the CDAT, LDAT, and MDAT
arrays contain the fault counts, interval lengths, and cumulative fault corrections, respectively.

The third SMFLIB routine, SGPOPR, is used to calculate the prediction of the expected number
of faults in the next testing interval and to generate a vector of the predicted interval fault counts. The
estimate of the expected number of faults in the next interval of testing is calculated as:

PDAT1 - PCOAV * (TMF - (IMATM * LCOR)) * m=
where TNOF and PCON are estimates for the total number of faults and the proportionality constant of
the model, MDAT(NS) is the number of faults that were corrected up through the end of last testing
interval, LCOR is the number of faults that were corrected since the last interval, and EXL is the
expected length of the next testing interval (weighted by the same function as used during the model
execution). The estimates for the confidence interval about that estimate are calculated as:

PDAT2 - PDAT1 - 1.95 *

and

PDAT3 - PDAT1 + 1.95 * 0/VXR

where the formula for the variance (VAR) is provided in Reference 1, page 4-48.

The estimate of the expected number of faults for the I' interval, where I ranges from one to NS,
is calculated as:

PDATz - PCON + (27NF - HDATz) * LDW1

where PCON and TNOF are as previously defined, MDAT(I) is the number of faults that were corrected
up through the end of the P" testing interval, and LDW(I) is the associated length of the testing interval
(weighted by the same function as used during the model execution).

9.2 ACCESS LINES AND ARGUMENT LISTS

9.2.1 SGPOMD Routine

The access line to the SGPOMD routine is as follows:

CALL SGPOMD (ESF ,WFSF ,ALPHA ,AN ,MAXIC ,CDAT

,MDAT ,NS ,LDAT ,STATS ,COUNT ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

ESF = Input integer flag indicating the estimation selection type, where one indicates the
ML method of execution and two indicates the IS method.

WFSF = Input integer flag indicating the weighting to be applied to the LDAT vector,
where one indicates the Schick-Wolverton, two indicates raising the values by the
input ALPHA, and three indicates raising the values by an estimated ALPHA.
The third weighting function is only allowed during the ML estimation, in which
the testing lengths are not equal for all intervals.
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ALPHA - Input real containing either the input or initial estimate (starting point to be used
in the estimation process) for ALPHA. This argument is not used during
executions using the Schick-Wolverton weighting function.

AN = Input real containing the initial estimate (starting point to be used in the
estimation process) for the total number of faults. This argument is only used
during ML executions, in which ALPHA is estimated. The current number of
fault observations plus one may be used as a possible initial estimate; however,
other starting points (along with other initial estimates for ALPHA) should be
used to ensure the global maximum is reached.

MAXIC = Input integer containing the maximum number of iterations to be performed,
before a return to the calling program is made if convergence does not occur.
This argument is only used during ML executions, in which ALPHA is
estimated.

CDAT = Input real vector, of length greater than or equal to NS, containing the interval
fault counts. Although real storage locations are assigned for these data, the
contents should be whole numbers.

MDAT = Input real vector, of length greater than or equal to NS, containing the
cumulative number of fault corrections. [MDAT(I) is the cumulative number of
faults corrected up through the end of the 1I testing interval.]

NS = Input integer containing the number of testing intervals conducted to date.

LDAT = On input, the real vector, of length greater than or equal to NS, containing the
interval testing lengths. On output, the vector with the weighting function
applied if WFSF is set to one or two. The vector is unchanged during the ML
execution, in which ALPHA is estimated.

STATS = Output real array, of dimension four by three, containing the estimation results.
These values should only be considered final when RFLAG has a value of zero.
The first column of the STATS array contains the model estimates for:

a. Proportionality constant
b. Total number of faults
c. Total number of faults remaining in the program
d. ALPHA (if ALPHA is estimated); otherwise, zero

The second and third columns of the first three rows for the ML method contain
the 95-percent confidence intervals for the associated estimates. The second and
third columns are not used during the LS method and contain zeroes. The
second and third columns of the fourth row are never used and contain zeroes.

COUNT - Output integer containing the number of iterations performed to obtain the model
estimates.
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RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, one indicates that the maximum
iteration count was reached before convergence occurred, two indicates the Trust
Region could not be adjusted properly (which may indicate other starting points
are required), three indicates the data are not appropriate for the model, and four
indicates the estimated number of faults is less than the number of faults found
to date. Values of zero, three, and four are associated to executions involving
the Dekker-Brent algorithm; values of zero, one, two, and four are associated to
the execution involving the Trust Region algorithm.

9.2.2 SGPOMA Routine

"The access line to the SGPOMA routine is as follows:

CALL SGPOMA (CDAT ,LDAT ,MDAT ,NS ,NSB ,NSE
,NSR ,ALPHA ,STAT ,RFLAG ,INDX ,V
,SDAT

where the arguments of the call line, in the order of occurrence, are defined as:

CDAT = Input real vector, of length greater than or equal to NS, containing the interval
fault counts.

LDAT = Input real vector, of length greater than or equal to NS, containing the interval
testing lengths.

MDAT = Input real vector, of length greater than or equal to NS, containing the

cumulative number of fault corrections.

NS = Input integer containing the number of testing intervals conducted to date.

NSB = Input integer containing the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

ALPHA = Input real containing the input ALPHA for the weighting function.

STAT = Output real containing the statistic for computed accuracy.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
- ropriate for the model, and four indicates the estimated numl'-' fif faults is
,.s than the number of faults found to date.
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INDX = Output integer containing the number of iterations performed during the model
applicability analysis.

V = Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot.

SDAT = Scratch working real vector, of length greater than or equal to NS.

9.2.3 SGPOPR Routine

The access line to the SGPOPR routine is as follows:

CALL SGPOPR (NPV ,NS ,WFSF ,CDAT ,LDAT ,MDAT
,EXL ,LCOR ,PCON ,TNOF ,ALPHA ,PDAT

where the arguments of the call line, in the order of occurrence, are defined as:

NPV - Input integer containing the number of predicted values desired, where one and
three indicate the number of faults expected in the next testing interval, and (the
value of) NS indicates the vector of predicted fault counts for all conducted
intervals. The value one should be assigned for ML executions (in which
ALPHA is estimated) and for both LS executions. The value three should be
assigned for ML executions (in which ALPHA is not estimated), and results in
the second and third locations of PDAT being assigned the estimates for the
95-percent confidence interval about that estimate.

NS - Input integer containing the number of testing intervals conducted to date.

WFSF - Input integer flag indicating the weighting which was applied to the LDAT vector
(during the SGPOMD execution) where one indicates the Schick-Wolverton, two
indicates raising the values by the input ALPHA, and three indicates raising the
values by an estimated ALPHA. The third weighting function can only be
allowed during the ML estimation, in which the testing lengths are not equal for
all intervals.

CDAT = Input real vector, of length greater than or equal to NS, containing the interval
fault counts. This argument is only used when the prediction is based upon the
ML method and ALPHA is not estimated (i.e., CDAT is only used when NPV
is set to three).

LDAT = Input real vector, of length greater than or equal to NS, containing the interval
testing lengths. The values are not weighted, at this point. This argument is not
used when the prediction is based upon the LS method or the ML method and
ALPHA is estimated (i.e., LDAT is not used when NPV is set to one).

MDAT = Input real vector, of length greater than or equal to NS, containing the
cumulative number of fault corrections.
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EXL = Input real containing the expected length of the next testing interval. Tns
argument is not used during the vector generation.

LCOR = Input real containing the number of fault corrections performed after the last
testing interval. This argument is not used during the vector generation.

PCON = Input real containing the model estimate for the proportionality constant [i.e.,
STATS(1,1) from the SGPOMD access].

TNOF = Input real containing the model estimate for the total number of faults [i.e.,
STATS(2,1) from the SGPOMD access].

ALPHA = Input real containing either the input or estimated ALPHA value [i.e., ALPHA
from the SGPOMD access during a weighting by an input value for ALPHA, or
STATS(4, 1) from the SGPOMD access during a weighting by an estimated value
for ALPHA]. This argument is not used during executions using the
Schick-Wolverton weighting function.

PDAT - Output real vector, of length greater than or equal to NPV, containing the
predicted data value(s).

9.3 EXAMPLES

The example executions of the Generalized Poisson model are contained on pages B-7 through
B-12 and consist of five analyses of the interval data set introduced in Section 1.4; the first three are for
the ML treatment types 1, 2, and 3 executions and the last two are for the LS executions. Note, a
treatment type 3 cannot be conducted for the LS method of execution. [That data set consists of 30 testing
intervals, all with equal testing lengths of one. This example also uses the special assignment of variable
lengths to satisfy the model requirement during the ML (ALPHA estimated) execution.] Table 9-1 shows
the correlation of the appendix pages to the example executions. These examples were obtained from an
actual SMERFS execution on the VAX 11/785 in which a "patch" was added to list the arguments before
and after the SMFLIB routine processing. Arguments that retain their initially assigned values are not
listed in the lower half of the examples.

The Generalized Poisson model allows for the specification of when faults are corrected through
the MDAT vector. For simplicity, in the examples, all faults observed during the 1" interval are
corrected at the beginning of the next testing interval. Since the MDAT vector is also cumulative, fault
observations of one, two, and two for the first three intervals result in the assignments of zero, one, and
three for the first three intervals.

The interpretation of the model estimates for the total number of faults and the total number of
faults remaining in the program requires some additional explanation. The model "determined" that the
total number of faults in the program was around 321 and that around 17 faults still remain in the
program (from the ML execution with the Schick-Wolverton weighting, page B-7). The difference in
those values is 304 faults. However, the summation of the elements of CDAT indicates that 305 faults
have been observed. This is because the last fault (in location 30 of CDAT) has not been corrected (i.e.,
it is still in the program); hence, 17 faults still remain in the program.
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Lastly, it can be seen that during the ML execution in which ALPHA was estimated (page B-10),
the initial estimates for ALPHA and the total number of faults were simply set to 0 and 306. Had this
been a real software reliability analysis, other starting points should have been explored to ensure that
the global maximum had been reached.

TABLE 9-1. GENERALIZED POISSON MODEL EXAMPLE PAGES

METHOD OF EXECUlTION (ESF) ML iS

WEIGHTING FUNCTION (WFSF) 1 2 3 1 2

MODEL APPLICABILITY ANALYSIS N/A B-8 N/A N/A N/A

MODEL ESTIMATION EXECUTIONS B1-7 B-8 B-10 B-1I B-12

EXPECTED FAULTS IN NEXT INTERVAL B-7 B-8 B-1O B-il B-12
OF TESTING

EXPECTED FAULT COUNTS VECTOR B-7 B-9 B-10 B-I1 B-12
GENERATIONS
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CHAPTER 10

NON-HOMOGENEOUS POISSON MODEL
FOR INTERVAL DATA

10.1 INTRODUCTION

This chapter describes the SMFLIB routines associated with the Non-homogeneous Poisson model
as applied to interval data analysis (Reference 1). The three (main level) SMFLIB routines that support
this model are SNPIMD, SNPIMA, and SNPIPR.

The first SMFLIB routine, SNPIMD, is used to calculat -the estimates using the Maximum
Likelihood (ML) and Least Squares (IS) methods of execution. The Dekker-Brent algorithm is used to
find both the ML and LS estimates. (Refer to Reference 1 for the equations of those estimates and
Reference 3 for information on the algorithm.)

The second SMFLIB routine, SNPIMA, is used to perform the model ap'icability analysis over
the accuracy (Reference 6). The calculation can only be made for the ML method and is calculated as:

ACC- . -CDATz. 1 * LOGM(OP) + CDATz.l * LOG(2TW - 7WP2)

* 2JOF * (7mfP2 -TLP) - LOG(CDATZ4 ) I

where TMPI and TMP2 are defined as:

2NP1 - •XP(-PCON * LUATZ) 7NP2 - =P(-PCOY * LDATZ, 1 )

and NSB and NSE are the user-specified starting and ending points for the iteration. (These values are
usually set to one-half the number of intervals and the number of intervals minus one, respectively.) For
each iteration, the SNPIMD routine is executed using I intervals; and the estimates for the total number
of faults (TNOF) and the proportionality constant (PCON) based on those I intervals are placed in the
prior equation. The indexed elements of the CDAT and LDAT arrays contain the fault count and interval
length, respectively.

The third SMFLIB routine, SNPIPR, is used to calculate the prediction of the expected number
of faults in the next testing interval, and to generate a vector of the predicted interval fault counts. The
estimate of the expected number of faults in the next interval of testing is calculated as:

PDaAT 1 - THOF. (H -PCOv. LDT - W(P.7 da + MEL))

where TNOF and PCON are estimates for the total number of faults and the proportionality constant of
the model, the summation of the LDAT(J)'s is the sum of all interval lengths performed to date, and EXL
is the expected length of the next testing interval.
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The estimate of the expected number of faults for the I' interval, where I ranges from one to NS,
is calculated as:

PDATZ - 7W•OF * 4 - PCON Z LDATj) - EKF -PCON LDATJ))
C. '1

where TNOF and PCON are as previously defined, and the summations of the LDAT(J)'s are the sums
of the interval lengths up through the previous (I-I) intervals and the current (I).

10.2 ACCESS LINES AND ARGUMENT LISTS

10.2.1 SNPIMD Routine

The access line to the SNPIMD routine is as follows:

CALL SNPIMD (ESF ,CDAT ,LDAT ,NS ,STATS ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

ESF = Input integer flag indicating the estimation selection type, where one indicates the
ML method of execution and two indicates the LS method.

CDAT = Input real vector, of length greater than or equal to NS, containing the interval
fault counts. Although real storage locations are assigned for these data, the
contents should be whole numbers.

LDAT = Input real vector, of length greater than or equal to NS, containing the
cumu!ative interval testing lengths [i.e., if a sample size of five is specified and
all testing lengths are of an equal length (or intensity) of one, then the first five
locations of LDAT are assigned one through five, respectively].

NS = Input integer containing the number of testing intervals conducted to date.

STATS = Output real array, of dimension two by three, containing the estimation results.
These values should only be considered final when RFLAG has a value of zero.
The first column of the STATS array contains the model estimates for:

a. Proportionality constant
b. Total number of faults

The second and third columns for the ML method contain the 95-percent
confidence intervals for the associated estimates. The second and third columns
are not used during the LS method and contain zeroes.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
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appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.

10.2.2 SNPIMA Routine

The access line to the SNPJMA routine is as follows:

CALL SNPIMA (CDAT ,LDAT ,NS ,NSB ,NSE ,NSR
,STAT ,RFLAG ,INDX ,V )

where the arguments of the call line, in the order of occurrence, are defined as:

CDAT = Input real vector, of length greater than or equal to NS, containing the interval
fault counts.

LDAT = Input real vector, of length greater than or equal to NS, containing the
cumulative interval testing lengths.

NS = Input integer containing the number of testing intervals conducted to date.

NSB = Input integer contaning the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

STAT = Output real containing the statistic for computed accuracy.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.

INDX = Output integer containing the number of iterations performed during the model
applicability analysis.

V = Output real vector, of length greater than or equal to NSR, containing the data
of the accuracy scatter-plot.

10.2.3 SNPIEL iutin

The access line to the SNPIPR routine is as follows:

CALL SNPIPR (NPV ,NS ,TNOF ,PCON ,LDAT ,EXL
,PDAT )
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where the arguments of the call line, in the order of occurrence, are defined as:

NPV = Input integer containing the number of predicted values desired, where one
indicates the number of faults expected in the next testing interval, and (the value
of) NS indicates the vector of predicted fault counts for all conducted intervals.

NS = Input integer containing the number of testing intervals conducted to date.

TNOF = Input real containing the model estimate for the total number of faults [i.e.,
STATS(2,1) from the SNPIMD access].

PCON = Input real containing the model estimate for the proportionality constant [i.e.,
STATS(I,I) from the SNPIMD access].

LDAT = Input real vector, of length greater than or equal to NS, containing the
cumulative interval testing lengths.

EXL = Input real containing the expected length of the next testing interval. This
argument is not used during the vector generation.

PDAT = Output real vector, of length greater than or equal to NPV, containing the
predicted data value(s).

10.3 EXAMPLES

The example executions of the Non-homogeneous Poisson model (as applied to interval data
analysis) are contained on pages B-13 and B-14 and consist of two analyses of the interval data set
introduced in Section 1.4; the first is for the ML and the second is for the LS. (That data set consists
of 30 testing intervals, all with equal testing lengths of one.) Table 10-1 shows the correlation of the
appendix pages to the example executions. These examples were obtained from an actual SMERFS
execution on the VAX 11/785 in which a "patch" was added to list the arguments before and after the
SMFLIB routine processing. Arguments that retain their initially assigned values are not listed in the
lower half of the examples.

TABLE 10-1. NON-HOMOGENEOUS POISSON MODEL (INTERVAL DATA)
EXAMPLE PAGES

METHOD OF EXECUTION (ESF) ML LS

MODEL APPLICABILITY ANALYSIS B-13 N/A

MODEL ESTIMATION 
EXECUTIONS 

B-ML 
B-14

EXPECTED FAULTS IN NEXT INTERVAL B-13 B-14
OF TESTING

EXPECTED FAULT COUNTS VECTOR B-13 B-14
GENERATIONS
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The Non-homogeneous Poisson model accepts the cumulative testing lengths, not the lengths per
testing interval. As the data described in Section 1.4 are recorded in the latter, the interval lengths (of
LDAT) were merged using the SMFRN routine (Chapter 14).
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CHAPTER 11

SCUNEIDE WIND'S
MAXIMUM LIKELIHOOD MODEL

FOR INTERVAL DATA

11.1 INTRODUCTION

"lois chapter describes the SMFLIB routines associated with Schneidewind's Maximum Likelihood
model (Rdefe ce 1). The three (main level) SMFLIB routines thi support this model are SSDWMD,
SSDWMA, and SSDWPR.

"The first SMFLIB routine, SSDWMD, is used to calculate the estimates for Schneidewind's
model. This model allows for three different possible treatment types which can be used to model
differences betwem the earlier testing intervals and current testing intervals (Reference 1, pages 4-66
through 4-71). The three treatment types allow for:

a. Using the fault counts from all testing intervals individually

b. Ignoring the fault counts from the first S-I testing intervals, using only the fault counts from
the specified (S) testing interval through the total number of testing intervals

c. Combining the fault counts from the first through S-I testing intervals, using that combined
value as the first point, and using the remaining fault counts individually

"The Dekker-Brent algorithm is used to find the solution to the equations for this model. (Refer to
Reference 3 for information on the algorithm.)

"The Schneidewind model (for this revision to the SMFLIB) has been enhanced to include a
modification to the equation for the weighted sums-of-squares between the predicted and observed fault
counts, the addition of the equation for the corresponding mean square error based on the predicted
number of cumulative failure counts and the actual number of cumulative failure counts (MSE,), and the
mean square error for time to the next failure (MISET). This brings the library more in line with
Schneidewind's current research in the area of the selection of the optimum starting point (Reference 7).

The second SMFLB routine, SSDWMA, is used to perform the model applicability analysis over
the accuracy (Reference 6). The calculation can only be made for the treatment type 1 method (which
uses all intervals individually) and is calculated as:

nzACC E~ -CnAT1 ., * LOG(2PW) - 77W - LOG(DAT1 .l) I
I.-N
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where TMP is defined as:

7W = A * (EXP(-B, *) - EXP(-B* (X+1)))

and NSB and NSE are the user-specified starting and ending points for die iteration. (These values are
usually set to one-half the number of intervals and the number of intervals minus one, respectively.) For
each iteration, the SSDWMD routine is executed using I intervals; and the model parameters, ALPHA
(A) and BETA (B), based on those I intervals are placed in the prior equation. The indexed element of
the CDAT array contains the fault count.

The third SMFLIB routine, SSDWPR, is used to calculate the prediction of the expected number
of faults in the next testing interval, to calculate the prediction of the number of testing intervals to detect
a desired number of faults, and to generate a vector of the predicted interval fault counts (Reference 7).
"The number of assigned elements in the returned vector is the result of both the number of intervals
performed to date and the treatment type. For treatment type one, the vector will contain a prediction
for each interval. For treatment type two, the vector will be reduced by S-1 predictions; therefore, to
re-instate continuity to the observed fault counts (as would be needed to perform any type of Goodness-of-
Fit analysis or plot), the first S-1 intervals should be eliminated from the observed data vector. For
tetment type three, the vector will be reduced by S-2 predictions. To re-instate continuity here, the first
S-i intervals (of observed fault counts) should be summed on interval one, and intervals two through S-i
should be eliminated from the observed data vector.

11.2 ACCESS LINES AND ARGUMENT LISTS

11.2.1 SSDWM[D ouine

The access line to the SSDWMID routine is as follows:

CALL SSDWMD (CDAT ,NS ,TSF ,TSS ,STATS ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

CDAT = Input real vector, of length greater than or equal to NS, containing the interval
fault counts. Although real storage locations are assigned for these data, the
contents should be whole numbers.

NS = Input integer containing the number of testing intervals conducted to date.

TSF = Input integer flag indicating the treatment selection type, where one indicates
using all testing intervals individually, two indicates ignoring the first through
TSS-l testing intervals, and three indicates combining the first through TSS-1
testing intervals.

TSS = Input integer containing the starting point for the treatment selection. This
argument must be set to one for treatments considering all testing intervals (i.e.,
TSS must be set to one if TSF is set to one).
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STATS = Output real vector, of length six, containing the model estimates for the
parameters BETA and ALPHA, the model estimate for the total number of faults,
the weighted sums-of-squares between the predicted and observed fault counts,
the corresponding MSEF, and the corresponding MSE.. The total number of
faults estimate is calculated from ALPHA/BETA; hence, the location is returned
with a -1.0 to indicate that a zero BETA stopped the calculation. Similarly, if
the calculation for the MSEý is terminated by the attempt to take the log of a
non-positive number, the sixth element of the STATS vector is returned as -1.0.
Additionally, the values should only be considered final when RFLAG has a
value of zero.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.

11.2.2 SSDWMA Routine

The access line to the SSDWMA routine is as follows:

CALL SSDWMA (CDAT ,NS ,NSB ,NSE ,NSR ,STAT
,RFLAG ,INDX ,V )

where the arguments of the call line, in the order of occurrence, are defined as:

CDAT = Input real vector, of length greater than or equal to NS, containing the interval

fault counts.

NS = Input integer containing the number of testing intervals conducted to date.

NSB = Input integer containing the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

STAT = Output real coctaining the statistic for computed accuracy.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.

INDX = Output integer containing the number of iterations performed during the model
applicability analysis.
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V = Output real vector, of length greater than or equal to NSRI containing the data
of dhe accuracy scatter-plot.

11.2.3 SSDWPR Routin

The access line to the SSDWPR routine is follows:

CALL SSDWPR (NPV ,NS ,DNOF ,DNOP ,DETA ,ALPHA
,CDAT ,T7F ,TSS ,PDAT ,RFIAG )

where the argumens of the call line, in the order of occurmmce, are defined as:

NPV - Iput integer containin the number of predice values desired, where Om
indicates either the number of faults expected in the netd DNOP testing intervals
or the number of testn intervals required to detect a desired number of faults
(reference the description of the DNOF argument), and (the value of) NS
indicates the vector of predicted fault counts for the number of intervals used by
the model (see Section 11.1).

NS - Input integer comining the number of testing intervals conducted to date.

DNOF - Input real containing the desired number of fauts to observe. Whe NPV ist et
to one and DNOF is set to minus one, the expected number of faults in the next
DNOP testing intervals is calculated. This argument is not used during the
vector generation.

DNOP = Input real containing the desired number of periods to examine during the
prediction of the expected number of faults. This argument is only used during
that prediction.

BETA = Input real containing the model parameter, BETA [i.e., STATS(l) from the
SSDWMD access].

ALPHA = Input real containing the model parameter, ALPHA [i.e., STATS(2) from the
SSDWMD access].

CDAT = Input real vector, of length greater than or equal to NS, containing the interval
fault counts.

TSF = Input integer flag indicating the treatment selection type, where one indicates
using all testing intervals individually, two indicates ignoring the first through
TSS-l testing intervals, and three indicates combining the first through TSS-1
testing intervals.

ISS = Input integer containing the starting point for the treatment selection. This
argument must be set to one for treatments considering all testing intervals (i.e.,
TSS must be set to one if TSF is set to one).
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PDAT = Output real vector, of length greater than or equal to NPV, containing the
predicted data value(s).

RFLAG - Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing and one indicates the log of a
non-positive number terminated the calculation for the number of testing intervals
required to detect a specified number of faults. This argument is not used during
the prediction for the number of faults in the next testing interval or during the
vector generation.

11.3 EXAMPLES

The example executions of Schneidewind's model are contained on pages B-15 through B-18 and
consist of three analyses of the interval data set introduced in Section 1.4; each example reflecting one
of the treatment types. (That data set consists of 30 testing intervals, all with equal testing lengths of one.)
Table 11-1 shows the correlation of the appendix pages to the example executions. These examples were
obtained from an actual SMERFS execution on the VAX 1/785 in which a "patch" was added to list the
arguments before and after the SMFLIB routine processing. Arguments that retain their initially assigned
values are not listed in the lower half of the examples.

The executions pertaining to the second and third treatment types are for an example only; there
is no intent to indicate that the assignments for the argument TSS are actually logical or meaningful.

Additionally, it can be seen that the second treatment type resulted in an estimate for the total
number of faults in the program of 279. Since 305 faults had already occurred, the model fit is
determined to be invalid and no future predictions are made for that treatment type for this data set.

TABLE 11-1. SCHNEIDEWIND'S MAXIMUM LIKEInHOOD MODEL EXAMPLE PAGES

TREATMENT TYPE (TS TYPE 1 TYPE 2 TYPE 3

MODEL APPLICABILITY ANALYSIS B-15 N/A N/A

MODEL ESTIMATION EXECUTIONS B-15 B-17 B-18

EXPECTED FAULTS IN NEXT INTERVAL B-15 N/A B-18
OF TESTING

EXPECTED INTERVALS TO DETECT A B-15 N/A B-I8
DESIRED NUMBER OF FAULTS I

EXPECTED FAULT COUNTS VECTOR B-16 N/A B-1i
GENERATIONS
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CHAP=ER 12

YAMADA'S
S-SHAPED REL/ABIL1TY GROWTH MODEL

FOR INTERVAL DATA

12.1 INTRODUCTION

This chapter describes the SMFLIB routines associated with the S-Shaped Reliability Growth
model proposed by Shigera Yamada, Mitsuru Ohba, and Shunji Osaki (Reference 5). Summarizing the
abstract of that reference, this model is a modification of the Non-homogeneous Poisson model proposed
by Amrit Goel and Kazu Okumoto, which is enhanced to model learning curves. The three (main level)
SMFLIB routines that support this model are SESHMD, SESHMA, and SESHPR.

"The first SMFLIB routine, SESHMD, is used to calculate the estimates. The Dekker-Brent
algorithm is used to find the estimates. (Refer to Reference 5 for the equations of those estimates and
Reference 3 for information on the algorithm.)

"The second SMFLIB routine, SESHMA, is used to perform the model applicability analysis over
the accuracy (Reference 6). The value is calculated as:

ACC - .- -CDATZ1 .T * LOO(TNP) - TWP - LOG(CDAT 1. 1 ) I

where TMP is defined as:

TWP - T22:OF • ((1.0 + PCON * LDATZ ) * rZP(-P=CON * LDATz )
- (1.0 + PCON * LMTZ'd) * EXP(-PCm * LDATZ.i))

and NSB and NSE are the user-specified starting and ending points for the iteration. (These values are
usually set to one-half the number of intervals and the number of intervals minus one, respectively.) For
each iteration, the SESHMD routine is executed using I intervals; and the estimates for the total number
of faults (TNOF) and the proportionality constant (PCON) based on those I intervals are placed in the
prior equation. The indexed elements of the CDAT and LDAT arrays contain the fault count and interval
length, respectively.

The third SMFLIB routine, SESHPR, is used to calculate the prediction of the expected number
of faults in the next testing interval, to calculate the probability that the software operates without fault
during the next testing interval, and to generate a vector of the predicted fault counts. The estimate of
the expected number of faults in the next interval of testing is calculated as:

PDAT, = TNOF * ( (1.0 + PCON * LDA Tj) * EXP ( -PCVN * LDATm)
-(1.0 + *PCON* (LDAT.E + ML)) *W EP(-PCWN* (L.AT + AXL)))

where TNOF and PCON are as previously defined, LDAT(NS) is the sum of all interval lengths to date,
and EXL is the expected length of the next testing interval.
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The estimate for the reliability in the next testing interval is calculated as:

PDAT1 - ZX(-PDATs)

where PDAT(I) is the calculation for the previous prediction (i.e., the number of faults expected in the
next testing interval).

"The estimate of the expected number of faults for the I' interval, where I ranges from one to NS,
is calculated as:

PDATr - 2WOP * ( (1.0 + PO * LDATz. 1 ) * AXP( -PCO * LDATz.1)

- (1.0 + FON * L•rATz) * XP(-PCON * LDATz))

where TNOF and PCON are as previously defined, and the LDAT(l)'s are the sums of the interval
lengths up through the previous (1-1) and current (I) intervals.

12.2 ACCESS LINES AND ARGUMENT LISTS

12.2.1 SESHMD Routine

The access line to the SESHMD routine is as follows:

CALL SESHMD (CDAT ,LDAT ,NS ,STATS ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

CDAT = Input real vector, of length greater than or equal to NS, containing the interval
fault counts. Although real storage locations are assigned for these data, the
contents should be whole numbers.

LDAT = Input real vector, of length greater than or equal to NS, containing the
cumulat interval testing lengths [i.e., if a sample size of five is specified and
all testing lengths are of an equal length (or intensity) of one, then the first five
locations of LDAT are assigned one through five, respectively.]

NS = Input integer containing the number of testing intervals conducted to date.

STATS = Output real array, of dimension two by three, containing the estimation results.
These values should only be considered final when RFLAG has a value of zero.
The first column of the STATS array contains the model estimates for:

a. Proportionality constant
b. Total number of faults

The second and third columns contain the 95-percent confidence intervals for the
associated estimates.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
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appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.

12.2.2 SESHMA Routin

"The access line to the SESHMA routine is as follows:

CALL SESHMA (CDAT ,LDAT ,NS ,NSB ,NSE ,NSR
,STAT ,RFLAG ,INDX ,V )

where the arguments of the call line, in the order of occurrence, are defined as:

CDAT - Input real vector, of length greater than or equal to NS, containing the itrval
fault counts.

LDAT - Input real vector, of length greater than or equal to NS, containing the
cumulative interval testing lengths.

NS M Input integer containing the number of testing intervals conducted to date.

NSB W Input integer containing the starting point for the analysis.

NSE = Input integer containing the ending point for the analysis.

NSR = Input integer containing the range of the analysis.

STAT = Output real containing the statistic for computed accuracy.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, three indicates the data are not
appropriate for the model, and four indicates the estimated number of faults is
less than the number of faults found to date.

INDX = Output integer containing the number of iterations performed during the model
applicability analysis.

V = Output real vector, of length greater than or equal to NSR, containing the data

of the accuracy scatter-plot.

12.2.3 SESHPR Routin

"The access line to the SESHPR routine is as follows:

CALL SESHPR (NPV ,NS ,TNOF ,PCON ,LDAT ,EXL
,PDAT )
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where the arguments of the call line, in the order of occurrence, are defined as:

NPV - Input integer containing the number of predicted values desired, where one
indicates the number of faults expected in the next testing interval, two indicates
the probability that the software operates without fault during the next testing
interval, and (the value of) NS indicates the vector of predicted fault counts for
all conducted intervals.

NS = Input integer containing the number of testing intervals conducted to date.

TNOF = Input real containing the model estimate for the total number of faults [i.e.,
STATS(2,1) from the SESHMD access].

PCON = Input real containing the model estimate for the proportionality constant [i.e.,
STATS(I,I) from the SESHMD access].

LDAT = Input real vector, of length greater than or equal to NS, containing the
cumulative interval testing lengths.

EXL = Input real containing the expected length of the next testing interval. Thbis
argument is not used during the vector generation.

PDAT = Output real vector, of length greater than or equal to NPV, containing the
predicted data value(s).

12.3 EXAMPLES

The example executions of the S-Shaped Reliability Growth model are contained on pages B-19
and B-20 and consist of an analysis of the interval data set introduced in Section 1.4. (That data set
consists of 30 testing intervals, all with equal testing lengths of one.) Table 12-1 shows the correlation
of the appendix pages to the example executions. These examples were obtained from an actual SMERFS
execution on the VAX 11/785 in which a "patch* was added to list the arguments before and after the
SMFLIB routine processing. Arguments that retain their initially assigned values are not listed in the
lower half of the examples.

TABLE 12-1. YAMADA'S S-SHAPED RE[IABILITY GROWTH MODEL
EXAMPLE PAGES

MODEL APPLICABILITY ANALYSIS B-19

MODEL ESTIMATION EXECUTION B-19

EXPECTED FAULTS IN NEXT INTERVAL OF TESTING B-19

PROBABILITY THAT THE SOFTWARE WILL OPERATE WITHOUT B-19
FAULT DURING THE NEXT TESTING INTERVAL

EXPECTED FAULT COUNTS VECTOR GENERATION B-201
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The S-Shaped Reliability Growth model acceps the cumulative testing lengths, not the lengths
per testing interval. As the data described in Section 1.4 are recorded in the latter, the interval lengths
(of LDAT) were merged using the SMFrRN routine (Chapter 14).
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CHAPTER 13

UTILITY ROUIINE FOR DATA EDTS

13.1 INTRODUCTION

This chapter describes the SMFLIB utility routine, SMFEDT, which is used to edit a data set.
"The routine allows for four types of data editing over one or two data vectors. The different edit types
are:

a. Changing a specified element to a new value
b. Deleting one or more adjacent elements
c. Inserting one or more adjacent elements
d. Combining two or more adjacent elements

13.2 ACCESS LINE AND ARGUMENT LIST

13.2.1 SMFEDT Routine

The access line to the SMFEDT routine is as follows:

CALL SMFEDT (PRC ,ADA ,ASZ ,DSZ ,DT1 ,DT2
,USZ ,ERRFLG)

where the arguments of the call line, in the order of occurrence, are defined as:

PRC = Input integer vector, of length fCur, containing the processing instructions for the
data edit. The elements of PRC are defined as:
PRC(l) - The edit type to be performed, where:

a. One indicates change a specified element
b. Two indicates delete one or more adjacent elements
c. Three indicates insert one or more adjacent elements
d. Four indicates combine two or more adjacent elements

PRC(2) - The number of data vectors to be edited (one or two).
PRC(3) - If PRC(l) is equal to one, the index location of DTl (DT2) to

change.
- If PRC(l) is equal to two, the starting index location of DTI

(DT2) to delete.
- If PRC(1) is equal to three, the index location of DTI (DT2) just

prior to the insert.
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If PRC(1) is equal to four, the starting index location of DTI
(DT2) to merge.

PRC(4) - If PRC(I) is equal to one, this element is not used.
- If PRC(I) is equal to two, the ending index location of DTl (DT2)

to delete.
- If PRC(1) is equal to three, the number of elements to be inserted.
- If PRC(I) is equal to four, the ending index location of DTI

(D17) to merge.

ADA = Input real array, of dimension two by ASZ, containing the new data for the data
vector(s).
If PRC(I) is equal to one, ADA contains (in the first column of the first row) the

value to be placed in the PRC(3) element of the DTI vector. [If PRC(2) is
equal to two, the value (in the first column of the of the second row) is to be
placed in the PRC(3) element of the DT2 vector.] The remaining elements
of ADA are not used.

If PRC(l) is equal to two, this argument is not used.
If PRC(I) is equal to three, the first PRC(4) columns of the first row of ADA are

inserted after the PRC(3) element of the DT1 vector. [If PRC(2) is equal to
two, the second row of ADA is similarly inserted in the DT2 vector.] The
remaining elements of ADA are not used.

If PRC(I) is equal to four, this argument is not used.

ASZ = Input integer containing the number of columns in the ADA array as dimensioned
in the accessing program.

DSZ = Input integer containing the length of the DTl and DT2 vectors as dimensioned
in the accessing program.

DT1 = On input, the real vector, of length DSZ, to be edited. On output, the edited
vector. The vector is not altered if ERRFLG has a value other than zero.

DT2 = On input, the real vector, of length DSZ, to be optionally edited. On output, the
edited vector [if PRC(2) is equal to two]. The vector is not altered if ERRFLG
has a value other than zero.

USZ = On input, the integer containing the number of used (assigned) elements in the
DTI and optional DT2 vectors. On output, the number used after the data edit
was performed. The argument is not altered if ERRFLG has a value other than
zero.

ERRFLG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, one indicates the requested edit
location(s) was outside of the bounds established by USZ, and two indicates the
requested insertion would exceed the bounds of DSZ.
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13.3 EXAMPLES

The example executions for various data edits are contained on pages C-3 through C-6 and consist
of two modifications of the Time-Between-Failures (TBF) data set and two modifications of the interval
data set (both introduced in Section 1.4). Table 13-1 shows the correlation of the appendix pages to the
example executions. These examples were obtained from an actual SMERFS execution on the VAX
11/785 in which a "patch" was added to list the arguments before and after the SMFLIB routine
processing. Arguments that retain their initially assigned values are not listed in the lower half of the
examples.

TABLE 13-1. DATA EDIT EXAMPLE PAGES

CHANGE ELEMENT 21 FROM 30 TO 31 IN THE TBF DATA SET C-3

DELETE ELEMENTS 10 THROUGH 15 IN THE TBF DATA SET C-4

INSERT THREE NEW INTERVALS IN THE INTERVAL DATA SET C-5

COMBINE PERIODS 10 THROUGH 13 IN THE INTERVAL DATA C-6
SET
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CHAPTIER 14

UTLITY ROUTINE FOR DATA TRANSFORMATIONS

14.1 INTRODUCTION

This chapter describes the SMFLB utility routine, SMFTRN, which is used to transform a data
set. The routine allows for six types of data transformations to be performed on the passed data vector.
The different transformations that can be performed on a data vector (DAT), as I ranges from one to the
data size, include the following:

a. DAT(I) = LOG(A DAT(I) + B)
b. DAT(I) - EXP(A DAT(I) + B)
c. DAT(I) = DAT(1)A
d. DAT(I) = DAT(I) + A
e. DAT(I) = DAT(1) * A
f. DAT(I) = DAT(I) + DAT(I-1)

where the values for A and B are passed to the routine through the call line of the SMFTRN routine.
The sixth transformation type provides an easy method to set each element of the data vector to the
summation of the previous elements. [Note: DAT(I-1) on implementation becomes the summation of the
previous I-1 elements.] This type of processing is necessary for models that require Time-To-Failures
(ITF) data rather than Time-Between-Failures (TBF) data, and for models that require the cumulative
testing lengths rather than the lengths per testing interval.

14.2 ACCESS LINE AND ARGUMENT LIST

14.2.1 SMFTRN Routine

The access line to the SMFTRN routine is as follows:

CALL SMFTRN (NS ,A ,B ,TYPE ,DAT ,ERRFLG)

where the arguments of the call line, in the order of occurrence, are defined as:

NS = Input integer containing the number of elements to be transformed, which must
be less than or equal to the dimension of the DAT vector in the accessing
program.
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A = Input real containing the first transformation variable (reference the description
of the TYPE argument).

B = Input real containing the (optional) second transformation variable (reference the
description of the TYPE argument).

TYPE = Input integer indicating the type of transformation to be perorned, where:

a. One indicates DAT(I) LOG(A * DAT(I) + B)
b. Two indicates DAT(1) = EXP(A * DAT(I) + B)
c. Three indicates DAT(1) = DAT(I)
d. Four indicates DAT(I) = DAT(I) + A
e. Five indicates DAT(I) = DAT(I) * A
f. Six indicates DAT(I) = DAT(1) + DAT(I-1)

DAT = On input, the real vector, of length greater than or equal to NS, containing the
data to be transformed. On output, the transformed vector. The vector is not
altered if ERRFLG has a value other than zero.

ERRFLG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing, one indicates the requested
"TYPE= 3" transformation could not be performed because of a negative DAT(I)
value with a scale factor containing a decimal portion, and two indicates the
requested "TYPE= V1 transformation could not be performed because of a
non-positive (A * DAT(I) + B) value.

14.3 EXAMPLES

The example executions for various data transformations are contained on pages C-7 and C-8 and
consist of four transformations of the TBF data set introduced in Section 1.4. Table 14-1 shows the
correlation of the appendix pages to the example executions. These examples were obtained from an
actual SMERFS execution on the VAX 11/785 in which a *patch" was added to list the arguments before
and after the SMFLIB routine processing. Arguments that retain their initially assigned values are not
listed in the lower half of the examples.

TABLE 14-1. DATA TRANSFORMATION EXAMPLE PAGES

CHANGE TO LOG(1O.0 * DAT(I) + 5.0) (NATURAL LOG) C-7

CHANGE TO "F-XP(0.5 * DAT(I) + 5.0)- C-7

CHANGE EXECUTION SECONDS TO EXECUTION MINUTES C-8

CHANGE TBF DATA TO TTF DATA C-9
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CHAPTER 15

UTILITY ROUTINE FOR DATA STATISTICS

15.1 INTRODUCTION

This chapter describes the SMFLIB utility routine, SMFDST, which is used to generate summary
statistics from the data vector. The resulting statistics include:

a. Sum
b. Median
c. Lower Hinge
d. Upper Hinge
e. Minimum
f. Maximum
g. Mean
h. Standard Deviation
i. Sample Variance
j. Skewness
k. Kurtosis

where the sum is simply the summation of all assigned elements. The median is a measure of central
tendency, such that 50 percent of the data have values below the median and 50 percent have values
greater than the median.

The lower and upper hinges provide a measure of the spread of the data. The values are obtained
such that the two sections of the data, determined by the median, are broken into two equal parts. Thus,
25 percent of the data are smaller than the lower hinge (75 percent being larger), and 75 percent of the
data are smaller than the upper hinge (25 percent being larger).

The minimum and maximum are simply the smallest and largest values in the data set, and the
mean is simply the average of the data. The standard deviation and the variance are calculated based on
the sample size minus one.

The skewness is a measure of the symmetry of the sample and the kurtosis indicates how
"peaked" the sample is.
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15.2 ACCESS LINE AND ARGUMENT LIST

15.2.1 SMFDST Routine

The access line to the SMFDST routine is as follows:

CALL SMFDST (NS ,NST DAT ,STATS )

where the arguments of the call line, in the order of occurrence, are defined as:

NS M Input integer containing the number of elemnts over which the statistics are to
be obtained.

NST = Input integer containing the number of statistics desired, where the only allowed
values are 6 and 11. (Reference the description of the STATS argumet to see
the effect.) Ibis assignment is governed, to some extent, by the type of data
values present. For example, an interval testing length vector containing all
equal lengths could only be executed for 6 values; attempting 11 causes an
execution error.

DAT -- On input, the real vector, of length greater than or equal to NS, from which the
statistics are derived. On output, sorted in ascending order.

STATS = Output real vector, of length NST, containing the statistics. The first six
locations of STATS contain the sum, median, lower hinge, upper hinge,
minimum, and maximum values, respectively. When NST is set to 11, the extra
5 locations contain the mean, standard deviation, sample variance, skewness, and
kurtosis, respectively.

15.3 EXAMPLES

The example executions of the SMFDST routine are contained on page C-9 and consist of an
analysis of the Time-Between-Failures (TBF) data set and the fault counts for interval data (with equal
lengths) data set introduced in Section 1.4. Table 15-1 shows the positions on the appendix page to the
example executions. These examples were obtained from an actual SMERFS execution on the VAX
11/785 in which a "patch" was added to list the arguments before and after the SMFLIB processing.
Arguments that retain their initially assigned values are not listed in the lower half of the examples.

TABLE 15-1. DATA STATISTICS EXAMPLE PAGES

ANALYSIS OF THE TBF DATA SET C-9

ANALYSIS OF THE ERROR COUNTS OF THE INTERVAL DATA C-9
SET
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CHAPTER 16

UTILITY ROUTINE FOR MODEL FIT ANALYSIS

16.1 INTRODUCTION

This chapter describes the SMFLIB utility routine, SMFGOF, which is used to calculate the
chi-square Goodness-of-Fit statistic for interval data analysis.

Starting with the first interval, adjacent intervals are combined with the first until the expected
frequency count is greater than or equal to the user-specified cell combination (CCN). Once this
condition is satisfied, the procedure moves on to the next interval and repeats the process. This is
continued until either all newly constructed intervals have the desired expected frequencies or all but the
last interval achieve the desired counts.

The usual chi-square statistic is then calculated as:

cfzsou = (DAT 1 - PDA T1 ?
PDAT1

where DAT(I) is the observed number of faults falling in the IP interval, PDAT(I) is the predicted
(expected) fault count for the 1' interval based upon the chosen model, and M is the resulting number
of intervals.

The degrees-of-freedom associated with the chi-square statistic is calculated as:

DOF-M- 1 - EST

where M is as previously defined, and EST is the number of parameters estimated in the model.

16.2 ACCESS LINE AND ARGUMENT LIST

16.2.1 SMFGOF Routine

The access line to the SMFGOF routine is as follows:

CALL SMFGOF (DAT ,PDAT ,NS ,EST ,CCN ,CHI
,DOF ,LIF ,RFLAG )

where the arguments of the call line, in the order of occurrence, are defined as:

DAT = Input real vector, of length greater than or equal to NS, containing the observed
interval fault counts.
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PDAT = Input real vector, of length greater than or equal to NS, containing the predicted
interval fault counts from the model.

NS = Input integer containing the number of testing intervals conducted to date.

EST = Input integer containing the number of parameters estimated in the Chosen
software reliability model.

CCN = Input real containing the cell combination frequency number. The usual value of
CCN is five; however, the user may execute the chi-square with no cells
combined by setting CCN to minus one.

CHI = Output real containing the chi-square statistic. This value should only be
considered final when RFLAG has a value of zero or one.

DOF = Output real containing the degrees-of-freedom. This value should only be
considered final when RFLAG has a value of zero or one.

LIF = Output real containing the frequency of the last interval if the routine could not
construct a partition for the last interval which satisfied the CCN value. This
value should only be used when RFLAG has a value of one.

RFLAG = Output integer flag indicating the reason for the return to the calling program,
where zero indicates successful processing. One (also) indicates successful
processing; however, the CCN could not be achieved for the last interval (i.e.,
the argument LIF should be examined). Two indicates that the
degrees-of-freedom was calculated to be less than one.

16.3 EXAMPLES

The example executions of the SMFGOF routine are contained on pages C-10 through C-12 and
consist of an analysis of each of the interval models. All the Goodness-of-Fit analyses treat the cells
individually. Table 16-1 shows the correlation of the appendix pages to the example executions. These
examples were obtained from an actual SMERFS execution on the VAX 11/785 in which a "patch" was
added to list the arguments before and after the SMFLIB routine processing. Arguments that retain their
initially assigned values are not listed in the lower half of the examples.

TABLE 16-1. MODEL FIT ANALYSIS EXAMPLE PAGES

BROOKS AND MOTLEY MODEL FITS C-10

GENERALIZED POISSON MODEL FITS C-10

NON-HOMOGENEOUS POISSON MODEL FITS C-Il

SCHNEIDEWIND MAXIMUM LIKELIHOOD MODEL FIT C-I I

S-SHAPED RELIABILITY GROWTH MODEL FIT C-12
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if the SONOMA routine is accessed with:
DAT u(as defined in Table 1-1)
us 29
VSI 14
US3X 28
USR 15
TYP - 1 (accuracy)

then the call to SONOMA yields:
STAT - 0.6665782526Z+02
RtFLAG - 0
INDX - 15
V - 0.37099555793+01, 0.38909533013+01, 0.36338061363+01,

0.41138454403+01, 0.42214877433+01, 0.41116381383+01,
0.44082206403+01, 0.43780109623+01, 0.46080334843+01,
0.47458076913+01, 0.49705084223+01, 0.49022947123+01,
0.49739459073+01, 0.49576050753+01, 0.50317120323+01)

VPfh (not applicable for analysis type 1)

if the saoNWI routine is accessed with the following change:
TYP W 2 (bias)

then the call to SO~NOA yields:
STAT - 0.42230244103+00

RFLAG - 0
IUDI 15
V - 0.42230244103+00, 0.46043918033+00, 0.46307722263+00,

0.49182712273+00, 0.51667188403+00, 0.52151578953+00,
0.53740799193+00, 0.57710279703+00, 0.58429886973+00,
0.58774664863+00, 0.60523103323+00, 0.60918944163+00,
0.61950511303+00, 0.62262808853+00, 0.62443924663+00)

VPRZ 0.60918944163+00, 0.61950511303+00, 0.42230244103+00,
0.62262808853+00, 0.60523103323+00, 0.49182712273+00,
0.58774664863+00, 0.51667188403+00, 0.57710279703+00,
0.58429886973+00, 0.62443924663+00, 0.53740799193+00,
0.5215157895X+00, 0.46307722263+00, 0.46043918033+00)

If the SONOMA routine is accessed with the following change:
TYP - 3 (noise)

them the call to SONO1MA yields:
STAT - 0.17520711373+01
RFLAG = 0
INDX - 15
V - (not applicable for analysis type 3)
VPR3 (not applicable for analysis type 3)

If the SONOMA routine is accessed with the following change:
TYP - 4 (trend)

then the call to SONOMA yields:
STAT - 0.10656254293+00
RYLAG m 0
INDX - 15
V - 0.77562039413-01, 0.15733241143+00, 0.20263012133+00,

0.28308086403+00, 0.35981094503+00, 0.41569443793+00,
0.48884684923+00, 0.54886843353+00, 0.61991646053+00,
0.69238132393+00, 0.77322922953+00, 0.83687082443+00,
0.89772393593+00, 0.94906427583+00, 0.10000000003+01)

VPRZ (not applicable for analysis type 4)
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If the IGXNUW routine is accessed with:
UPV I (Maximum Likelihood)
us m 29
DAT - (as defined in Table 1-1)

then the call to SGNOND yieldas
STATS - C 0.87564286531400, 0.7443611S412+00, 0.10000000003+01)

( 0.52729658571+00, 0.14724571741-01, 0.10398686001+01)
( 0.89219883533+02. 0.22897633383+02, 0.15554213373+03)
( 0.97874390961+00, 0.95206500591+00, 0.10000000001+01)

RVLAG - 0

It the SGOMPR routine is accessed with a
D - 0.52729658571+00
PCON - 0.87564286531+00
us - 29
DAT -(as defined in Table 1-1)

them the call to BG3OPR yields:
PDAT -( 0.18964659123+01, 0.21657983941+01, 0.24733809643+01,

0.28246458253+01, 0.32257966541+01, 0.36839181611+01,
0.42071012141+01, 0.48045857281+01, 0.54869238583+01,
0.62661663511+01, 0.71560753813+01, 0.81723675993+01,
0.9332991706E+01, 0.10658445441+02, 0.12172137603+02,
0. 13900801433+02, 0.15874966823+02, 0.1812949942Z+02,
0.20704216463+02, 0.23644589911+02, 0.2700254961Z+02,
0.30837400363+02, 0.3521686932Z+02,* 0.4021830214Z+02,
0.45930028933+02, 0.5245292431Z+02, 0.59902188883+02,
0.68409383841+02, 0.78124754463+02)

DVAL - 0.41044945803+00
DPWG 1
V -( 0.36980343051+00, 0.37186578191+00, 0.47941497503+00,

0.49268607301+00, 0.50060064183+00, 0.53041553473+00,
0.57317787431+00, 0.58858483091+00, 0.59666521961+00,
0.59952593521+00, 0.61355797331+00, 0.62400890061+00,
0.63605852461+00, 0.64372252891+00, 0.64528304411+00,
0.64806214713+00, 0.65166588923+00, 0.65426408863+00,
0.67077247401+00, 0.68460490821+00, 0.68728211733+00,
0.69414208881+00, 0.70105136571+00, 0.70838550733+00,
0.71092561081+00, 0.71315318161+00, 0.72104301181+00,
0.72607183251+00, 0.76460292661+00)
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If the S3OND routine is accessed with:
1SF = 2 (Least Squares)
HS - 29
DAT - (as defined in Table 1-1)

then the call to 31OND yields:
STATS - ( 0.90488640491+00, 0.O0000000000+00, O.00000000001+00)

0.27415001341+00, 0.00000000001+00, 0.O0000000000+O0)
0.66188705971+02, O.00000000001+00, O.0000000000E+O0)

( 0.94489032651+00, 0.00000000001+00, O.000000000010+0)
RFLAG = 0

If the SGNOPR routine is accessed with:
D = 0.27415001343+00
PCON - 0.90488640491+00
mS - 29
DAT - (as defined in Table 1-1)

then the call to 8GZOPR yields:
PDAT = ( 0.36476379761+01, 0.40310451741+01, 0.44547527211+01,

0.49229966291+01, 0.54404581631+01, 0.60123106441+01,
0.6644271160E+01, 0.73426577351+01, 0.81144524831+01,
0.89673714171+01, 0.99099415891+01, 0.10951586341+02,
0.12102719501+02, 0.1337484952Z+02, 0.14780694511+02,
0.16334309411+02, 0.18051226451+02, 0.19948610511+02,
0.22045430681+02, 0.2436264990Z+02, 0.26923434551+02,
0.29753386061+02, 0.32880796861+02, 0.36336933221+02,
0.40156347831+02, 0.44377225261+02, 0.4904176372Z+02,
0.54196596891+02, 0.59893260191+02)

DVAL - 0.31862027711+00
DFLG - 1
V = ( 0.21969828511+00, 0.24096855531+00, 0.34019669521+00,

0.42206855631+00, 0.42947505041+00, 0.45229715321+00,
0.45631483421+00, 0.48561063201+00, 0.50656363681+00,
0.55113803881+00, 0.5583081506E+00, 0.5606413195Z+00,
0.5732320441E+00, 0.57767292221+00, 0.57998054181+00,
0.58373732751+00, 0.59021522271+00, 0.60978966341+00,
0.6375385997E+00, 0.64o52O5657E+00, 0.6609595646E+00,
0.6677856756E+00, 0.6704642458E+00, 0.67184555521+00,
0.6722328330E+00, 0.67628704761+00, 0.67826332461+00,
0.6852097648E+00, 0.7328222583E+00)
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If the OJAMUI routine is accessed with:
DAT -(as defined in Table 1-1)
35 29
was 14
ma3x 28
353 15
TYP * 1 (accuracy)

them the call to 8JADUI yields:
STAT - 0.7623093602Z+02
R11.1. - 0
IXDI - 15
V = 0.40065908033+01, 0.42270101393+01, 0.43321382703+01,

0.43490389243+01, 0.45935288713+01, 0.47528553133+01,
0.48232773203+01, 0.49906392013+01, 0.*51019938183+01,
0.53197042873+01, 0.55893360493+01, 0 .59572198983+01,
0.60585115243+01, 0.61072439653+01, 0.60218477373+01)

VPR3 (not applicable for analysis type 1)

If the 5J3UM routine is accessed with the following change:
TYP - 2 (bias)

than the call to IJANDI yields$
STAT - 0.63074240103+00
371.1. = 0
INDX - 15
V - 0.11232629963+00, 0.12776547023+00, 0.13294094123+00,

0.13351984153+00, 0.17372126353+00, 0.20342414273+00,
0.21554207113+00, 0.22573386443+00, 0.23585934013+00,
0.25895688323+00, 0.28703404533+00, 0.30508827083+00,
0.32077698703+00, 0.33776453343+00, 0.36925759903+00)

VPRB - 0.33776453343+00, 0.32077698703+00, 0.17372126353+00,
0.36925759903+00, 0.30506827083+00, 0.20342414273+00,
0.28703404533+00, 0.21554207113+00, 0.25895688323+00,
0.23585934013+00, 0.22573386443+00, 0.13351984153+00,
0.12776547023+00, 0.11232629963+00, 0.13294094123+00)

If the SJIIA routine is accessed with the following change:
TYP - 3 (noise)

then the call to SJAUM yields:
STAT - 0.35122448213+01
R11.1. a 0
INDI - 15
V (not applicable for analysis type 3)
VPRM (not applicable for analysis type 3)

If the SJAiNah routine is accessed with the following change:
TYP m 4 (trend)

then the call to IJAMI yields:
STAT - 0.20006015543+00

INDI 15
V 0.20330574123+00, 0.20026266933+00, 0.24809448643+00,

0.36361332053+00, 0.45484633763+00, 0.51185478743+00,
0.59665865323+00, 0.65750958323+00, 0.73263165163+00,
0.80006017923+00, 0.86418906783+00, 0.90011274613+00,
0.93437726903+00, 0.96424373353+00, 0.10000000003+01)

VPR M (not applicable for analysis type 4)
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If the Simam routine is accessed with$
2SV a 1 (Maximum Likelihood)
165 29
DAT -(am defined in Table 1-1)

thea the call to UJMUD yLieds:
STATS -( 0.58003160413-02, 0.17116925713+00, 0.29600919363-02,

0.29510332873+02, 0.5103328706Z+00, 0.33782734513+03)
RVLAG 0

If the SJAIWR routine is accessed with:
N"l 29 (vector generation)
us 29
PCON - 0.58003260413-02
TISOI 0.29520332873+02
ZIKE 0
DAT -(as defined in Table 1-1)

then the call to SJANPR Yields:
PDAT -( 0.58421705913+01, 0.60470847393+01, 0.62668961383+01,

0.65032906103+01, 0.67582183153+01, 0.70339476713+01,
0.73331330433+01, 0.76589004623+01, 0.80149572703+01t
0.84057338273+01, 0.88365688053+01, 0.93139545372+01,
0.98458664433+01, 0.10442212173+02, 0.11115454473+02.
0.11881491653+02, 0.12760929023+02, 0.13780960153+02,
0.*14978228762+021 0.1640332432Z+02, 0.*1812811404Z+02,
0.2025824388E+02, 0.22955626843+02, 0.26481656513+02,
0.31287474433+02, 0.38224318203+02, 0.49113404673+02,
0.68677903572+02, 0.11414993493+03)

DVAL - 0.23280614393+00
DFOFI 2
V -( 0.15241906103+00, 0.19904618231,00, 0.28989221763+00,

0.29912042173+00, 0.32895666583+00, 0.36031589273+00,
0.36953959633+00, 0.42043035573+00, 0.49924303273+00,
0.54315095923+00, 0.54713566383+00, 0.55557934203+00,
0.60951682863+00, 0.61392796283+00, 0.63939601473+00,
0.64598395543+00, 0.65125582013+00, 0.71513648063+00,
0.72202616803+00, 0.74062295103+00, 0.74618097673+00,
0.74896260513+00, 0.78018330783+00, 0.79525776963+00,
0.79607930373+00, 0.80459626013+00, 0.80888655783+00,
0.81158140273+00, 0.81621131343+00)
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If the UjAU routine is accessed with:
gap a 2 (Leasnt Square*)
us m 29
VAT m (as defined in Table 1-1)

them the call to 3JMUD yilds:
STATS = 0.32039366983-02, 0.10569939333+00, 0.1270522907Z-01,

0.32990474933+02, 0.39904749283+01, 0.78215258793+02)
RVLAG m 0

If the 8JAIIF routine is accessed with:
N"V I (HTMl to discover next K failures)
us 29
P00K 0.3203936698Z-02
THOP - 0.32990474933+02
313 2
DAT -(as defined in Table 1-1)

them the call to 3.7MW3 yields:
PDAT = 0.18258531263+03)
OVAL m (only applicable during vector generation)
DVLG; - (only applicable during vector generation)
V a (only applicable during vector generation)

If the 8JANPK routine is accessed with the following change:
N" W 29 (vector generation)

them the call to SJIIIPR yields:
PDAT = 0.94607922393+01, 0.97565300263+01, 0.10071353533+02,

0.10407171943+02, 0.10766157853+02, 0.11150794333+02,
0.11563932463+02, 0.12008862093+02, 0.12489399663+02,
0.13009997933+02, 0.13575884373+02, 0.14193237313+02,
0.14869412453+02, 0.1561323732Z+02, 0.*16435398823+02,
0.1734895996E+02, 0.18370059143+02, 0.*19518871743+02,
0.2082095669Z+02, 0.22309180413+02, 0.24026529513+02,
0.26030330833+02, 0.28398775413+02, 0.*31241360543+02,
0.34716300493+02, 0.39061011012+02, 0.44648758833+02,
0.52102050833+02, 0.62542349913+02)

DVAL - 0.22622068743+00
DFLG - 2
V -( 0.97417749483-01, 0.13005515843+00, 0.19054879583+00,

0.20084413293+00, 0.21981858253+00, 0.25043538153+00,
0.29241894633+00, 0.39324550043+00, 0.40286985103+00,
0.40574178473+00, 0.45931136633+00, 0.47964128763+00,
0.4879499227E+00, 0.50565932733+00, 0.55755868913+00,
0.59663122653+00, 0.59814838163+00, 0.59854675103+00,
0.60988609453+00, 0.64566984923+00, 0.65893023542+00,
0.68089944213+00, 0.68422664783+00, 0.69902055893+00,
0.70737016823+00, 0.71309949063+00, 0.72342318573+00,
0.73929653553+00, 0.78273997383+00)
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If the SIAVIk routine is accessed with:
DAT -(as definied in Table 1-1)
us - 29
man 14
353 n 28
EaR m is
TYP a 1 (accuracy)
NAXIC - 100
PMINED - 1 (Linear function)

them the call to SLAVER yields:t
STAT - 0.68673183983+02
RILPA = 0
ZEDZ - 15
V = 0.38117039043+01, 0.40361795683+01, 0.34851656303+01,

0.42995192193+01, 0.44044886623+01, 0.40874844603+01,
0.45979872203+01, 0.44282876843+01, 0.48209470303+01,
0.50098612543+01, 0.54005319223+01, 0.51007379253+01,
0.51498299893+01, 0.49809500003+01, 0.50595095083+01)

VPR3 (not applicable for analysis type 1)

If the 3LAVN routine is accessed with the following change:
TYP a 2 (bias)

thken the call to SLAVER yields:
STAT - 0.66682479653+00
.ILAC - 0
INDI is1
V ( 0.62399584703+00, 0.73349146663+00, 0.77788362963+00,

0.78277049983+00, 0.79267982343+00, 0.79683599453+00,
0.80625584813+00, 0.82425952383+00, 0.82442069113+00,
0.82877753393+00, 0.83682057133+00, 0.83884775573+00.
0.8409289687E+00, 0.8547SS09822+C00, 0.89290015173+00)

VPR3 0.78277049983+00, 0.80625584813+00, 0.62399584703+00,
0.82442069113+00, 0.82425952383+00, 0.73349146663+00,
0.82877753393+00, 0.77788362963+00, 0.83884775573+00,
0.85475509823+00, 0.89290015173+00, 0.84092896873+00,
0.83682057133+00, 0.79267982343+00, 0.79683599453+00)

if the SLAVUR routine in accessed with the following change:
TIP - 3 (noise)

then the call to SLAVER yields:
STAT - 0.12346394893+01
lILA -.W 0
INDX - 15
V - (not applicable for analysis type 3)
VPR3 - (not applicable for analysis type 3)

if the SWAVE routine is accessed with the following change:
TIP - 4 (trend)

then the call to SLAVISA yields:
STAT - 0.7342993142Z-01
RlILA a 0
IXDI - 15
V = 0.61014549653-01, 0.12660142813+00, 0.16569080323+00,

0.23521188063+00, 0.30469629263+00, 0.35754046563+00,
0.42806568333+00, 0.48819118913+00, 0.56113869063+00,
0.63823940873+00, 0.72751504543+00, 0.80098200523+00,
0.87342994333+00, 0.93631033723+00, 0.10000000003+01)

VPR3 (not applicable f or analysis type 4)
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It the UA•l routinae is accessed with$
DAT (as defined in Table 1-1)
32l I (Maximum Likelihood)
NUIC 100
33 - 29
N - 3
PKHIND 1 (Linear function)
INTA 0.391428S7149+01, 0.19s71428573+01)

them the call to SLAVMU yields:
JALPA - 0.11255716133+06
CcN m 101
3IMAG = I (maximm iterations reached)
x - ( 0.10000000002-09, 0.12688200813+06)
S - 0.10373134683+03
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'It the SL&VNU routine is accessed with:
DAT a (as defined in Table 1-1)
us n 29
US8 14
353 28
usR W 15
TYP - 1 (accuracy)
NXMIC - 100
PHIZID - 2 (Quadratic function)

then the call to SLAMN yields$
STAT W 0.66334899432+02
RF1LA = 0
IRDI - 15
v - 0.37106572963+01, 0.38988495283+01, 0.35569699043+01,

0.41264591363+01, 0.42297800543+01, 0.40540225783+01,
0.44108262893+01, 0.43327642783+01, 0.46090885903+01,
0.*47584026963+01, 0.50338179613+01, 0.*48809809763+01,
0.49387698433+01, 0.48612770413+01, 0.49322332573+01)

VPR3 (not applicable for analysis type 1)

If the ULAYK routine is accessed with the following-change:
TYP - 2 (bias)

then the call to ULAVNA yields:
STAT m 0.51373044503+00
RILAG - 0
INDX - 15
V - 0.48665840533+00, 0.58039711523+00, 0.61979832553+00,

0.62996709823+00, 0.62166215993+00, 0.65830720113+00,
0.67451633373+00, 0.67085267573+00, 0.68184625443+00,
0.68221472073+00, 0.68493320183+00, 0.68694516213+00,
0.68950876883400, 0.70407472811400, 0.75339491333+00)

VPRB - 0.65830720113+00, 0.67085267573+00, 0.48665840533+00,
0.68950876883+00, 0.68493320183+00, 0.58039711523+00,
0.68184625443+00, 0.61979832553+00, 0.68694516213+00,
0.70407472813+00, 0.75339491333+00, 0.68221472073+00,
0.67451633373+00, 0.61996709823+00, 0.62166215993+00)

If the uiaVia routine is accessed with the following change:
TIP - 3 (noise)

them the call to ULAYNA yields:
STAT - 0.13909643983+01
RFLAG - 0
INDX - 15
V m (not applicable for analysis type 3)
VPRE (not applicable for analysis type 3)

If the SLAVIA routine is accessed with the following change:
TIP - 4 (trend)

them the call to SILANA yields:
STAT - 0.80050996863-01
prILAG 0
INDX is1
V ( 0.66413364753-01, 0.13666195713+00, 0.17790200683+00,

0.25023756433+00, 0.32166836953+00, 0.37537868433+00,
0.44620648263+00, 0.50601528293+00, 0.57784229483+00,
0.65314949253+00, 0.73973245323+00, 0.81063191983+00,
0.88005100883+00, 0.93988726903+00, 0.10000000003+01)

VPR3 (not applicable for analysis type 4)
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11f the SIAUW routine is accessed withs
MAT a (as defined in Table 1-1)
UP7 m 1 (Maximum Likelihood)
NAXIC - 100
us a 29
N 3
PRIIND - 2 (Quadratic function)
35Th -( 0.57270S71063+00, 0.6567989882Z-01)

them the call to SLAVND yields:a
ALPHA - 0.67826489743+05
Cog" a 30
S4LIM a 0
x 0 0.12387S98772+06, 0.53243498313+04)
2 m 0.20118222403+03

It the 3LAVF routine is accessed withs
W"Y I (ETINI to discover next failure)
us a 29
ALPHA m 0.87826489743+05
INTAO a 0.12387598773+06
33TA1 m 0.53243498313+04
psi m 2
DAT a (as defined in Table 1-1)

then the call to ILAYPE yielist
"PAT = ( .55972256463+02)
DVII. (only applicable during vector generation)
DILO (only applicable during vector generation)
V -(only applicable during vector generation)

It the IZAVIK routine ia accessed with the following changes
K"Y 29 (vector generation)

than the call to UIAYPR yields:
PDAT -( 0.14711029553+01, 0.16529755473+01, 0.19560965353+01,

0.238046S9172+01, 0.29260836943+01, 0.35929498663+01,
0.*43810644333+01, 0.52904273943+01, 0:*63210387513+01,
0.74728985023+01, 0.87460066493+01 * 0.10140363193+02,
0.11655968133+02, 0.13292821463+02, 0.15050923183+02,
0.16930273303+02, 0.18930871823+02, 0.21052718733+02,
0.*23295814043+02, 0.25660157743+02,* 0.*28145749833+02,
0.30752590323+02, 0.33480679213+02, 0.36330016493+02,
0.3930060216Z+02, 0.42392436233+02, 0.45605518703+02,
0.48939849563+02 * 0.52395428813+02)

DVII. 0.41942885243+00
DFLO I
V -C 0.40108460063+00, 0.45391161093+00, 0.46947604053+00,

0.50133076513+00, 0.55083758893+00, 0.55886082453+00,
0.56286789753+00, 0.59767620523+00, 0.59869188333+00,
0.60814199773+00, 0.62113861803+00, 0.62219347193+00,
0.63087587173+00, 0.64239193703+00, 0.65464759683+00,
0.65557742463+00, 0.65656288043+00, 0.65717691273+00,
0.65807362183+00, 0.66384625083+00, 0.67316222323+00,
0 * 7770340443+00, 0 * 7829794683+00, 0.*68528077722+00,
0.68595233413+00, 0.71642050713+00, 0.72142300273+00,
0.74039261503+00, 0.74321833583+00)
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if the LAVIW routine i. accessed with:
DAT a (as defined in Table 1-1)
187 a 2 (Least Square@)
HAXZC - 0
E W 29
I - 3
MEIND = 1 (Linear function)
ThA a 0.00000000002+00, 0.00000000003+00)

then the call to 8LAVID yields:
ALPHA " 0.20000000003+01
COONT - 0
lIA = 4 (estimates deemed invalid)
x - ( -0.94088669953+01, 0.19571428573+01)

S ,, 0.9304438424Z+03
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it the IWAD routiae is accessed with:
DAT (as defined in Table 1-1)
351 2 (Least Squares)
NAXIC 0
Es 29
N 3
PHlZIND 2 (Quadratic function)
13Th 0.00000000003+00, 0.00000000002+00)

them the Call to IAVIM yields I
ALPMA - 0.2000000000Z+01Coo"T a 0S- 0

I - ( 0.57270571063+00, 0.65679898823-01)
3 - 0.33612314812+03

it th EZAVPK routine is accessed with$
NW V 1 (ITBEF to discover next failure)
u8 29
ALPA 0.20000000003+01
B]WAO 0.57270571063+00
3]A1 0.65679898823-01
PHI 2
DAT (as defined in Table 1-1)

then the call to ILAVPR yields:
PDAT - ( 0.59684614653+02)
DVAL - (only applicable during vector generation)
DILO = (only applicable during vector generation)
V - (only applicable during vector generation)

if the SLAVPR routine is accessed with the following changes
NW = 29 (vector generation)

them the call to SIArPR yioldss
PDAT a ( 0.63838560953+00, 0.83542530593+00, 0.11638248003+01,

0.16235840923+01, 0.22147031813+01, 0.29371820683+01,
0.37910207533+01, 0.47762192353+01, 0.58927775153+01,
0.71406955923+01, 0.85199734683+01, 0.10030611143+02,
0.11672608613+02, 0.1344596588Z+02, 0.15350682943+02,
0.17386759813+02, 0.19554196473+02, 0.21852992933+02,
0.2428314918Z+02, 0.2684466524R+02, 0.29537541093+02,
0.32361776743+02, 0.3531737219E+02, 0.38404327433+02,
0.41622642473+02, 0.44972317313+02, 0.48453351953+02,
0.52065746383402, 0.55809500623+02)

DVA - 0.61622417483+00
DFLG - 1
V = ( 0.61596951733+00, 0.64454647663+00, 0.68518969173+00,

0.69746919213+00, 0.69863380443+00, 0.70818071813+00,
0.71256431443+00, 0.72654599423+00, 0.72697871663+00,
0.73623138303+00, 0.74418944043+00, 0.75386867533+00,
0.75721988483+00, 0.75724063773+00, 0.75816578583+00,
0.75858974623+00, 0.76263930623+00, 0.76323167523+00,
0.76601758403+00, 0.77185997723+00, 0.77389884403+00,
0.77757203773+00, 0.78497973113+00, 0.79282286543+00,
0.80355740163+00, 0.80650526483+00, 0.87669177303+00,
0.89909659S73+00, 0.94145502323+00)
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It the uSWa routine is accessed with:
DAT a (as defined in Table 1-1)
us W 29
man W 14
m53 28
NIR m 15
TYP 0 .1 (accuracy)

them the call to hIWUMA yields:a
STAT a 0.7141991922Z+02
RYIaG - 0
IHDX is1
V -( 0.39109872963+01, 0.41183931793+01, 0.38633058473+01,

0.43251885393+01, 0.44726638493+01, 0.43929088883+01,
0.46755907933+01, 0.46762908213+01, 0.49063304532+01,
0.50772584063+01, 0.53343535343+01, 0.53512542303+01,
0.54316855393+01, 0.54207530273+01, 0.54609548173+01)

VPR3 (not applicable for analysis type 1)

if the SUMUM routine is accessed with th. following changes
TYP - 2 (bias)

then the call to uiSusA yields:t
STAT - 0.44665455023+00
RFLAG a 0
IvDI - 15
V = 0.29341099113+00, 0.30330360443+00, 0.33038369193+00,

0.34327225443+00, 0.35623089213+00, 0.39016995913+00,
0.39909660213+00, 0.42984366303+00, 0.43561809593+00,
0.44517050313+00, 0.47502558163+00, 0.50249428533+00,
0.53713390033+00, 0.55088451783+00, 0.55334544983+00)

VPRB 0.55088451783+00, 0.53713390033+00, 0.35623089213+00,
0.55334544983+00, 0 * 5249428533+00, 0.39016995913+00,
0.47502558163+00, 0.39909660213+00, 0.44517050313+00,
0.42984366303+00, 0.43561809593+00, 0.34327225443+00,
0.33038369193+00, 0.29341099113+00, 0.30330360443+00)

If the SUDMU routine is accessed with the following change:
T - 3 (noise)

them the call to SMSuMA yields:
STAT - 0.26553204523+01
RILAG - 0
INDI - i5
V - (not applicable for analysis type 3)
VPR3 (not applicable for analysis type 3)

If the iniuia routine is accessed with the following change:
TYP - 4 (trend)

them the call to OSMUSA yields:
STAT - 0.15297561363+00
RILAG m 0
INDX - 15
V - 0.95104023353-01, 0.18662502013+00, 0.23895050243+00,

0.33470733333+00, 0.41765394303+00, 0.47641412583+00,
0.55297561963+00, 0.61348777983+00, 0.68347776603+00,
0.75023022493+00, 0.81819209763+00, 0.86814977783+00,
0.91579835693+00, 0.95706160443+00, 0.10000000003+01)

VPR3 (not applicable for analysis type 4)
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It the MONOD routine is accessed with$
KS 29
OAT -(as defined in Table 1-1)
12TH - 0.30000000003.02

them the call to SUaWU yielas:
O~mTU = 0.13770449329+03
NCR - 0.1498021624Z-01
11=TI - ( 0.61820993073+01, 0.30272156703,01, 0.19354833263+02)
low0 - 1
TWOV a ( 0.3015243123Z+02, 0.2900000000Z,02, 0.41070804763.02)
III - 0.16175734983+00
CIF 0.72619271673-02
K1LAG 0

It the SWSPK routine in accessed with:
MW - 2 (future reliability & additional testing time predictions)
K9 29
OAT -(as defined in Table 1-1)
ZXTBV 0.61820993073+01
OXTU M 0.13770449323+03
DIMTV 0.3600000000Z+04 (one hour in second*)
TKOV 0.30152431233+02
XIII 0.1617S734982+00

them the call to 3aW31 yLields
- (T 0.11524312263+01, 0.60834851813+03)

DVAL -(only applicable during vector generation)
DVLO (only applicable during vector generation)
V -(only applicable during vector generation)

It the snWRn routine in accessed with the following changes
M" W 29 (vector generation)

then the call to SMUSPI yields:
PDAT a 0.61820993073+01, 0.62487860613+01, 0.62823987143+01,

0.63672234953+01, 0.64705263873+01, 0.65228046453.01,
0.66108753813+01, 0.67542686153+01, 0.69752112523+01,
0.72227290263+01, 0.75394564603+01, 0.78279656973+01,
0.82372526903401, 0.88559513423+01, 0.93942790383.01,
0.10181483183+02, 0.11213679993,02, 0.11959312993.02,
0.13493593423+02, 0.15430272903.02, 0.17270314083+02,
0.20285953233+02, 0.23573872223+02, 0.28672797393+02,
0.35918924443+02, 0.47731470653+02, 0.61750021083+02,
0.81181846133+02, 0.10474331103+03)

DVAL a 0.23796950033+00
DPWG - 2
V - 0.14751749653+00, 0.20617335073+00, 0.27514623343+00,

0.31662534273+00, 0.32650894963+00, 0.34686897703+00,
0.37336547283+00, 0.40339857013,00, 0.45042930823+00,
0.51449381533+00, 0.58279709273+00, 0.58793871693+00,
0.59797148153+00, 0.59980819653+00, 0.64527197353+00,
0.66182207243+00, 0.69370030523+00, 0.70065663673.00,
0.72240767613+00, 0.72316159703+00, 0.72392954713+00,
0. 7305864636E+00, 0.75491837263+00, 0.78436364743+00,
0.79422178633+00, 0.79901168943+00, 0.81459997123+00,
0.82339915843+00, 0.83005275703+00)
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If the INlMCT routine is accessed with:
mNOF 0.3015243123Z+02
OHT5F = 0.382S1248112-01 (converted to hours)
DKTBDF - 0.4000000000Z+02 (specified in hours)
lnTPH - 0.1717249807Z-02 (converted to hours)
u8 0 29
PC a 0.20000000003+01
Py - 0.20000000001+01
PI 0.50000000001+01
P0Q 0.9S000000001+00
33CC - 0.8000000000Z+00
T1C 0.12400000001+01
TI 0.2400000000Z+01
DEC 0.1850000000Z+01
DU 0.87800000001+01
XI 0.72100000001+01
XM 0.30000000001+01

the the call to MNUSCT yieldss
ZINT - 0.1726129701Z+02
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it the NUSUaa routine is accessed with:
DAT -(as defined in Table 1-1)
m8 29
355, m 14
mu3 W 28
331 is1
TIP I (accuracy)

then the call to ONSAMA yields:
STAT - 0.67300593653+02
RLAG m 0
114DI - 15
V - 0.37878553133+01, 0.39740358153+01, 0.36132277183+01,

0.41961458073+01, 0.42929816143+01, 0.41259553023+01,
0.44686615963+01, 0.44032119993+01, 0.46615814243+01,
0.48023973683+01, 0 * 5454201433+01, 0.49381283723+01,
0.50021173053401, 0.49594872033+01, 0.50293866703+01)

VPR -(not applicable for analysis type 1)

It the SISSANA routine is accessed with the following changes
TIP - 2 (bias)

then the call to SxSAiA yields:
STAT - 0.47648912763+00
UFLAG - 0
1XDX is1
V ( 0.47648912763+00, 0.50739010593+00, 0.50771380333+00,

0.54264158793+00, 0.56384433383+00, 0.56606850153+00,
0.57853036133+00, 0.62475768433+00, 0.62936781333+00,
0.63693690933+00, 0.*65476861643+00, 0.66473159073+00,
0.66636748113+00, 0.67194742043+00, 0.67596251243+00)

VPR3 Z 0.66636748113+00, 0.67194742043+00, 0.47648912763+00,
0.67596251243+00, 0.6547666164Z+00, 0.54264158792+00,
0.63693690933+00, 0.56606850153+00, 0.62475768433+00,
0.62936781333+00, 0.66473159073+00, 0.57853036133+00,
0.56384433383+00, 0.50739010593+00, 0.50771380333+00)

If tý-ý SUxAMA routine is accessed with the following change:
TIP - 3 (noise)

them the call to SAMR.i yields%
STAT - 0.18069819563+01
RFLAG - 0
uSDX is1
v (not applicable for analysis type 3)
VPRE (not applicable for analysis type 3)

If the .UiiAN routine is accessed with the following change:
TIP W 4 (trend)

then the call to SKSAMA yields:
STAT - 0.10885108193+00
.FLAG = 0
INDI - 15
V = 0.79221293303-01, 0.15965981113+00, 0.20636757693+00,

0.28769483673+00, 0.36444976523+00, 0.42090690893+00,
0.49402726683+00, 0.55427911883+00, 0.62501822523+00,
0.69664947583+00, 0.77551776843+00, 0.83787255643+00,
0.89775544103+00, 0.94885400123+00, 0.10000000003+01)

WIN - (not applicable for analysis type 4)
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If the 8NRMD routine is accessed with:
W5 a 29
DAT 0 (as defined in Table 1-1)
BUNTMF - 0.6085000000E+03

then the call to IBIAND yields:
BZTAO = 0.78446S14202+01
BETAl - 0.64613850503-01
CIF - 0.13207005081-01
lip - 0.50687313401+00
RFLAG - 0

If the 8aiAPR routine is accessed withs
NPV I (expected number of failures during additional testing)
WS 0 29
CIF 0 0.13207005083-01
DIP 0 0.00000000003+00

MTA0 a 0.78446514203+01
BETA1 - 0.64613850503-01
XXTH - 0.41785000003+04 (one hour in seconds plus the time of

the last failure)
DAT - (as defined in Table 1-1)

then the call to INSAPR yields:
PDAT a ( 0.19545647681+01)
DVAL - (only applicable during vector generation)
DFLG - (only applicable during vector generation)
V M (only applicable during vector generation)

If the mNSAPR routine is accessed with the following changes:
NPV M 2 (failures and testing time to reach desired hazard rate)
DIP M 0.21777777778-03 (one failure per hour in seconds)

then the call to SNSAFR yields:
PDAT = ( 0.30293543093+02, 0.2764676855E+05)
DVAL - (only applicable during vector generation)
DFLG - (only applicable during vector generation)
V - (only applicable during vector generation)
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If the SmWaPR routine is accessed with the following ch."ge:
NIPV - 29 (vector generation)

then the call to 8MsAPa yields:
PDAT - ( 0.22611170353+01, 0.25914650543+01, 0.29700767463+01,

0.34040034083+01, 0.3901326529Z+01, 0.44713082993+01,
0.51245641083+01, 0.58732602493+01, 0.67313405063+01,
0.77147858413+01, 0.88419120253+01, 0.10133710763+02,
0.1161424061Z+02, 0.13311075103+02, 0.1525S816233+02,
0.17484683013+02, 0.20039186083+02, 0.22966900703+02,
0.2632235291Z+02, 0.30168034933+02, 0.34575569093+02,
0.39627041683+02, 0.4541653179Z+02, 0.52051863383+02,
0.59656613453+02, 0.68372413543+02, 0.7836158748Z+02,
0.89810174513+02, 0.1029313941Z+03)

DVAL - 0.43655194063+00
DVLG 1
V a ( 0.35370218553+00, 0.37875526483+00, 0.50551745753+00,

0.50888216093+00, 0.51234509333+00, 0.52017017993+00,
0.56796959133+00, 0.57348486723+00, 0.58359283873+00,
0.59200072913+00, 0.61456837263+00, 0.62548504223+00,
0.62554119793+00, 0.63046422543+00, 0.63663931953+00,
0.64053959103+00, 0.64947695763+00, 0.649S7304203+00,
0.65417353023+00, 0.67557217913+00, 0.67776321293+00,
0.68728261033+00, 0.68884613443+00, 0.69305068773+00,
0.70010819343+00, 0.71044253333+00, 0.72679668413+00,
0.74050383393+00, 0.75394767073+00)
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If the SWPIMI routine is accessed with:
DAT -(as defined in Table 1-1; however, converted to TTP data)
us - 29
US3 - 4

K353 28
ISR is1
TYP I (accuracy)

then the call to S3W2M yields:
STAT - 0.7141991922Z+02
RPLAG = 0
IHDI - 15
V - 0.39109872963+01, 0.41183931793+01, 0.38633058473.01,

0.43251885393+01, 0.44726638493+01, 0.43929088883+01,
0.46755907933+01, 0.46782908213+01, 0.49063304533+01,
0.507725.84063+01, 0.53343535343+01, 0.53512542303+01,
0.54316855393+01, 0.54207530273+01, 0.54609548172+01)

VP33 (not applicable f or analysis type 1)

If the 3NP26A routine is accessed with the following change:
TYP - 2 (bias)

thsen the call to 8EPUnM yields:s
STAT - 0.44665455023+00
UPLAG = 0
INDI - 15
V - 0.29341099143+00, 0.30330360463+00, 0.33038369213+00,

0.34327225463+00, 0.35623089213+00, 0.39016995913+00,
0.39909660213+00, 0.42984366293+00, 0.43561809603+00,
0.44517050313+00, 0.47502558163+00, 0.50249428533+00,
0.53713390023+00, 0.55088451783+00, 0.55334544983+00)

VPR3 - .5508845178E+00, 0.53713390023+00, 0.35623089213+00#
0.55334544983400, 0.50249428533+00, 0.39016995913+00,
0.47502558161+00, 0.39909660213+00, 0.44517050311+00,
0.42984366293+00, 0.43561809603+00, 0.34327225463+00,
0.33038369213+00, 0.29341099141+00, 0.30330360463+00)

If the USlFiA routine is accessed with the following changes
TYP - 3 (noise)

then the call to SNPDM yields:
STAT - 0.26553204511+01
RVL&G 0
INDX is1
V -(not applicable for analysis type 3)
WEE - (not applicable for analysis type 3)

If the BEUSAM routine is accessed with the following change:
TYP - 4 (trend)

then the call to SIP2MI yields:
STAT - 0.15297561353+00
RFLRG a 0
XINDX - 15
V - 0.95104023343-01, 0.18662502003+00, 0.23895050231+00,

0.*33470733323+00, 0.41765394293+00, 0.*47641412583+00,
0.55297561953+00, 0.61348777973+00, 0.68347776593+00,
0.75023022473+00, 0.81819209753+00, 0.86814977773+00,
0.91579835683+00, 0.95706160443+00, 0.10000000003+01)

VPRZ -(not applicable for analysis type 4)
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if the no nI routine in accessed with:
DAT a (as defined in Table 21 ; however, converted to TTY data)
us a 29

then the call, to SNPUI yields:t
STATS - ( 0.52017672853-02, 0.30504802653+02)
RILAG M 0

if the OIWIY routine is accessed with:
El" W 1 (program reliability for a specified operational times)
WS M 29
DAT -(as defined in Table 1-1; however, converted to TTV data)
PC=N 0.52017672853-02
'Z"M M 0.30504802653+02
SOT 0 0.36000000002+04 (one hour in seconds)
SR M -0.10000000003+01

then the call to SEPT13 yields:
PDAT M 0.22206111553+00)
DVAL -(only applicable during vector generation)
DILO (only applicable during vector generation)
V -(only applicable during vector generation)

If the SEPT1 routine is accessed with the following change:
83 M 0.95000000003+00 (additional time to reach a specifiedre

liability for a specified operational time)

then the call to SPT13 yields:
PDAT W 0.12280594323+04)
DVAL a (only applicable during vector generation)
DPWO (only applicable during vector generation)
V -(only applicable during vector generation)

If the SEPT13 routine is accessed with the following change:
ElM W 29 (vector generation)

them the call to SEOPT13 yields:
PDAT - 0.63348742973+01, 0.63677981223+01, 0.64751735593+01,

0.65916928763+01, 0.65672876943+01, 0.*67180236373+01,
0.69796223103+01, 0.73897068093+01, 0.76796737303+01,
0.81755413133+01 * 0.*82785331713+019 0.*90768847663+01,
0.*10395685853+02, 0.2 0303886613+02, 0.11897817983+02,
0.13496446433+02, 0.12309329503+02, 0.16690346533+02,
0.18856352983+02, 0.18487072683+02, 0.23839976333+02,
0.24638195263+02, 0.31012919583+02, 0.36740809903+02,
0.*46851110793+02, 0.*47470345873+02, 0 * 3349237973+02,
0 * 4493665323+02, 0.61031988143+02)

DYAL - 0.23212524293+00
DILO - 2
V -( 0.14497869653+00, 0.20294970053+00, 0.27073103013+00,

0.31212722293+00, 0.32160542303+00, 0.36692911803+00,
0.36809705913+00, 0.42300138883+00, 0.44490346653+00,
0.53379767933+00, 0.57695283533+00, 0.59335043313+00,
0.59430574583+00, 0.60499846343+00, 0.64521041943+00,
0.65674337703+00, 0.68960797723+00, 0.69797766103+00,
0.72756128613+00, 0.72917998613+00, 0.73671055073+00,
0.74136772423+00, 0.76325127463+00, 0.78260644503+00,
0.79115085443+00, 0.80362126133+00, 0.81377949953+00,
0.82537752303+00, 0.83083999543+00)
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if the Baum routine is accessed withs
CDAT M (fault counts as defined in Table 1-2)
LDAT M (testing lengths as defined in Table 1-2 -- fixed lengths)
FDAT - (all fractions set to 1.0 -- entire program under test)
MDAT = (all HDAT(I) set to the sum of the CDAT(J), as J goes from

1 to I-i -- since the entire program is under test)
MS 30
NSB 15
NS3 29
NSR 15
BOPFLG - 1 (Binomial function)
KAXIC - 100
PlC 0.85000000002+00

then the call to IDAIA yields:
STAT - 0.50888788823+02
RPA - 0
INDX 15
V = ( 0.25491113103+01, 0.28469633093+01, 0.3892940393Z+01,

0.22562733363+01, 0.41709925333+01, 0.76059212543+01,
0.23703514073+01, 0.27623840025+01, 0.18042040253+01,
0.29575253163+01, 0.42648940733+01, 0.4129487043Z+01,
0.26341302883+01, 0.4088991420E+01, 0.25546191083+01)

If the SUM routine is accessed with:
3SF 1 (Binomial function)
HAXIC - 100
NS M 30
PZC a 0.85000000003+00
PED w 0.33333333333-01
THOF - 0.30600000003+03
FDAT - (all fractions set to 1.0 -- entire program under test)
HDAT (all MDAT(I) set to the sum of the CDAT(J), as J goes from

1 to 1-1 -- since the entire program is under test)
CDAT = (fault counts as defined in Table 1-2)
MAT a (testing lengths as defined in Table 1-2 -- fixed lengths)

then the call to 3BANM0 y.jelds:
STATS - ( 0.3050010000E+03, 0.8179353590E-01, 0.85000000003+00)
COUNT - 7
RFLAG - 0
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If the 33W routi"e Is access"d with:
NI - 30 (vector generation)
so 30
THOF w 0.30500100003+03
13D a 0.81793535903-01
PRC m 0.85000000009+00
M m 0.00000000003+00
3. - 0.00000000003+00

S a 0. O00000000003+00
PDAT (all fraction. set to 1.0 -- entire program under test)
WDAT (testing lengths as defined in Table 1-2 - fixed lengths)
NDAT (all NDAT(!) set to the sum of the CDAT(J), as J goes frcm

I to 1-1 -- since the entire program is under test)

them the call to amaiW yields:
FDAT - ( 0.2494711024Z+02, 0.23556620133+02, 0.22305179033+02,

0.20775639913+02, 0.19246100793+02, 0.18064184203+02,
0.16604169583+02, 0.15422252993+02, 0.14101287383+02,
0.1291937079Z+02, 0. 11737454202+02, 0.10694586613+02,
0.94431455133+01, 0.84698024363+01, 0.76355083703+01,
0.68012143043+01, O.61059692493+01, O.$5497732043+01,
0.52021506773+01, 0.47154791383+01, 0.45069056223+01,
0.45069056223+01, 0.42983321053+01, 0.41592830943+01,
0.39507095783+01, 0.38811850723+01, 0.38811850723+01,
0.38811850723+01, 0.38116605673+01, 0.38116605673+01)
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If the SUSHM routine is accessed withs
CDAT = (fault counts as defined in Table 1-2)
LDAT = (testing lengths as defined in Table 1-2 -- fixed lengths)
MDAT = (all fractions met to 1.0 -- entire program under test)

HDAT = (all IIDAT(I) set to the sum of the CDAT(J), as J goes from
I to 1-i -- since the entire program is under teat)

HS 30
N38 15
NS1 a 29
NSR M 15
BOPFLG 2 (Poisson function)
NAXIC - 100
PSC M 0.8500000000Z+00

then the call to IDMUR yields:
STAT - 0.49557443551+02
RFILAG = 0
INDX - 15
V a ( 0.25887269041+01, 0.2867164853z+01, 0.38730305581+01,

0.2278061786Z+01, 0.40880180283+01, 0.73761436981+01,
0.2307654620Z+01, 0.26358410513+01, 0.17803180253+01,
0.2829297620Z+01, 0.4074284657Z+01, 0.39473673971+01,
0.25364864161+01, 0.39141005503+01, 0.24609473913+01)

if the BSA routine is accessed with:
ISV W 2 (Poisson function)
HAXIC - 100
Ns M 30
PlC 0.8SOO0000000+00
PID - 0.33333333333-01
TNOF M 0.30600000003+03
FDAT - (all fractions set to 1.0 -- entire program under test)
HDAT (all MDAT(I) set to the sum of the CDAT(J), as J goes from

1 to 1-1 -- since the entire program is under test)
CDAT (fault counts ams defined in Table 1-2)
LDAT (testing lengths as defined in Table 1-2 -- fixed lengths)

then the call to SUMD yieldst
STATS - ( 0.30500100001+03, 0.81791702223-01, 0.85000000001+00)
COUNT - 7
RFLAG - 0
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It the MUMaW routine is accessed withs
IIY 30 (vector generation)
us 30
TwO| 0.3050010000+03
13D 0.8179170222X-01
EC0. 0800000000X+00

33 0.00000000003+00III O.0 00000000003+00
3 0.00000000003+00

FDAT (all fractions sot to 1.0 -- entire program under test)
LD&T (testing lengths as defined in Table 1-2 - fixed lengths)
IlT - (all HDAT(X) net to the sum of the CDAT(J), as J goes fram

1 to 1-1 -- since the entire program is under test)

them the oall to 83MWR yields:
lDAT = ( 0.24946550973+02, 0.23SS6092033+02, 0.22304678993+02,

0.2077S17415+02, 0.1924S669323+02, 0.18063779233+02,
0.16603797343+02, 0.15421907243+02, 0.141009712SZ+02,
0.12919081163+02, 0.11737191063+02, 0.10694346863+02,
0.94429338133+01, 0.84696125S63+01, 0.76353371943+01,
0.68010618313+01, 0.61058323623+01, 0.SS496487873+01,
0.52020340533+01, 0.4715373425+01, 0.4506804S843+01,
0.4S068045843+01, 0.42982357433+01, 0.41591898493+01,
0.39506210093+01, 0.38810980623+01, 0.38810980623+01,
0.38810980623+01, 0.38115751153+01, 0.381157511SB+01)
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If the SOMID routine is accessed with:
3as 1 (Maximum Likelihood)
WlSF - 1 (Weighting function 1)
ALPHA O.00000000003+00
AN a 0.0000000000Z+00
XMAIC - 0
CDAT (fault counts as defined in Table 1-2)
KDAT (all MDAT(I) set to the sum of the CDKT(J), as J goes from

1 to I-1)
38 - 30
LDAT (testing lengths as defined in Table 1-2 -- fixed lengths)

then the call to S3PO0 yields:
LDAT a (teoting lengths scaled by indicated Weighting function)
STATS - ( 0.18779247133+00, 0.16106584643+00, 0.21451909623+00)

( 0.32087555113+03, 0.31673482942+03, 0.32501627292+03)
( 0.1687555115Z+02, 0.12734829413+02, 0.21016272893+02)
( 0.00000000003+00, 0.00000000003+00, 0.00000000003+00)

COON T 1
RFLAG - 0

If the 3OPOPR routine is accessed with:
NPV = 3 (expected faults in next interval of teoting)
us = 30
WFSF = 1
CDAT - (fault counts as defined in Table 1-2)
LDAT - (testing lengths as defined in Table 1-2 -- fixed lengths)
NDAT - (all MDAT(I) set to the sum of the CDAT(J), as J goes from

1 to 1-1)
ZIL = 0.10000000003+01
LCOR = 0.10000000003+01
PCON = 0.18779247133+00
TWOF - 0.32087555113+03
ALPHA - 0.00000000003+00

then the call to 30G0PR yields%
PDAT a ( 0.14906544923+01, 0.70712846123+00, 0.22741805223+01)

If the OPOPR routine is accessed with the following change:
NPV = 30 (vector generation)

thoe the call to 30POP1 yields:
PDAT - ( 0.3012900637Z+02, 0.28251081653+02, 0.26560949413+02,

0.24495232233+02, 0.22429515043+02, 0.20833279043+02,
0.18861458093+02, 0.17265222083+02, 0.15481193603+02,
0.1388495760Z+02, 0.12288721593+02, 0.10880278063+02,
0.91901458163+01, 0.78755985173+01, 0.67488436893+01,
0.56220888613+01, 0.46831265043+01, 0.39319566193+01,
0.34624754413+01, 0.28052017913+01, 0.25235130843+01,
0.25235130843+01, 0.22418243773+01, 0.2054031906X+01,
0.17723431993+01, 0.16784469633+01, 0.16784469633+01,
0.16784469633+01, 0.15845507273+01, 0.15845507273+01)
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If the SwON routine is accessed withs
COAT a (fault counts as defined In Table 1-2)
MAT a (testing lengths as defined in Table 1-2 -- fixed lengths)
MDAT a (all MDAT(I) set to the sum of the CDAT(J), as J goes from

I to 1-1)
us a 30
1355 - 15
383 - 29

SR a 15
ALPHA 0 0.10000000009+01

them the call to Saa yieldst
STAT a 0.43392339573+02
RYLAG 0 0
IVDX - 15
V - ( 0.2588764205Z+01, 0.28671709853+0l, 0.38730312923+01,

0.22780864193+01, 0. 40882765293+01, 0.7376148957?+01,
0.2307S418553+01, 0.26366728353+01, 0.17803786663+01,
0.27049796473+01, 0.3399609S493+01, 0.2760331795+01,
0.14690748413+01, 0.20977521643+01, 0.11645198363+01)

SDAT - (testing lengths scaled by indicated Weighting function)

If the S0POW routine is accessed withi
3P 0 1 (Maximum Likelihood)
WISp 0 2 (Weighting function 2)
ALPHA - 0.10000000003+01
An - 0.00000000003+00
NAXIC 0
CDAT (fault counts as defined in Table 1-2)
KDAT (all MDAT(Z) set to the sum of the CDAT(J), as J goes from

1 to 1-2)
uS - 30
LDAT - (testing lengths as defined in Table 1-2 -- fixed lengths)

then the call to SOPOND yields:
LDAT a (testing lengths scaled by indicated Weighting function)
STATS - ( 0.93896235663-01, 0.80532923213-01, 0.10725954813+00)

( 0.32087555113+03, 0.31794761873+03, 0.32380348363+03)
( 0.16875551153+02, 0.1394761873Z+02, 0.19803483573+02)
( 0. O00000000003+00, 0.*0000000000+00, 0.00000000003+00)

CORWM w 1
RILAG = 0

If the SGPOPR routine is accessed with:
X"V = 3 (expected faults in next interval of testing)
us = 30
WF81P 2
CDAT - (fault counts as defined in Table 1-2)
LD&T - (testing lengths as defined in Table 1-2 -- fixed lengths)
NDAT - (all NDAT(X) sot to the sum of the CDAT(J), as J goes from

1 to I-2)
JOEL 0.1000000000Z+01
LCOR a 0.1000000000Z+01
Peo0 n 0.9389623566E-01
TNOP - 0.32087555113+03
ALPHA w 0.10000000003+01

then the call to 3GPOPR yields:
PDAT = ( 0.14906544923+01, 0.70712846122+00, 0.22741805223+01)
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If the lOpOPa routine is accessed with the following chang8e
PYV a 30 (vector generation)

then the call to sGPOPR yieldst
PDAT w ( 0.30129006371+02, 0.2825108165Z+02, 0.26560949411+02,

0.2449523223Z+02, 0.22429515041+02, 0.20833279041+02,
0.188614S809E+02, 0.1726522208Z+02, 0.15481193601+02,
0.1388495760Z+02, 0.1228872159Z+02, 0.10880278061+02,
0.9190145816Z+01, 0.78755985171+01, 0.67488436891+Ol0
0.56220888611+01, 0.46831265041+Ol 0.39319566191+01,
0.34624754411+01, 0.28052017911+01, 0.25235130841+01,
0.25235130841+01, 0.22418243771+01, 0.20540319061+01,
0.17723431991+01, 0.16784469631+01, 0.16784469631+01,
0.16784469631+01, 0.1584550727E+01, 0.15845507271+01)
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I f the 5010mm routine is accessed with:
gap m 1 (Maxi-mum Likelihood)
wrap - 3 (Weighting function 3)
ALPHA a 0.00000000003+00
AN m 0.3060000000Z+03
MAXIC - 100
COAT -(fault counts an defined in Table 1-2)
NDAT -(all IEDAT(Z) set to the sum of the CDAT(J), as J goes from

1 to 1-1)
us 30
WDA? (testing lengths as defined in Table 1-2 -- variable lengths)

them the call to 500MW yieldes
WOA? (testing lengths scaled by indicated Weighting function)
STATS - ( 0.10106562603+00, 0.00000000002+00, 0.00000000003+00)

( 0.31880951253+03, 0.000000O0000+00, 0 * 0000000000+00)
( 0.14809512483.02, 0.00000000003+00, 0.00000000003+00)

0.99901615153-01, 0.000000O00003+00, 0.00000000003+00)
COUNT a 8
RVLAG - 0

If the 3G0101 routine is accessed with:
NWV - 1 (expected faults in next interval of testing)
uS a 30
"FarS - 3
CDAT -(fault counts as defined in Table 1-2)
MAT (testing lengths as defined in Table 1-2 -- variable lengths)
NDAT -(all MDAT(I) set to the sum of the CDAT(J), as J goes from

1 to 1-1)
EfLd 0.10000000003+01
LCOR - 0.10000000003+01
P00W 0.1010656260R+00
THO? 0.31880951253+03
AkLPHA - 0.99901615153-01

then the call to 501013 yields:
PDAT - ( 0.13956670233+01)

If the 301013 routine is accessed with the following change:
N" a 30 (vector generation)

then the call to 301013 yields:
PDAT a 0.28053559673+02, 0.28178930543+02, 0.27576154553+02,

0.26156745403+02, 0.23255251063+02, 0.20728915003+02,
0.17494191063+02, 0.1714536322Z+02, 0. 15988277033+CY2,
0.14736329663+02, 0.12649397073+02, 0.10732691613+02,
0.84307329933+01, 0.77149637933+01, 0.68554583063+01,
0.56770300843+01, 0.46950065663+01, 0.40233733003+01,
0.35180451693+01, 0.28105857873+01, 0.25073889093+01,
0.24363524733+01, 0.22041920313+01, 0.194S3407143+01,
0.16988639013+01, 0.15977982753+01, 0.15977982753+01,
0.15977982753+01, 0.14967326493+01, 0.14967326493+01)
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If the sOP0m routine is accessed with:
BSV - 2 (Least Squares)
WF - 1 (Weighting function 1)
ALPHA 0.O000OOO00000+0O
AN O.00000000001+00
NAXIC - 0
CDAT - (fault counts as defined in Table 1-2)
NDAT (all MDAT(I) set to the sum of the CDAT(J), as J goes from

I to I-1)
us - 30
LDAT - (testing lengths as defined in Table 1-2 -- fixed lengths)

then the call to SGPOND yields:
LDAT - (testing lengths scaled by indicated Weighting function)
STATS - ( 0.14543461941+00, 0.00000000001+00, 0.00000000001+O0)

( 0.35241081961+03, 0.00000000001+00, 0.00000000002+00)
( 0.48410819561+02, 0.00000000001+00, 0.O00 0000000+O0)
( 0.00000000001+00, 0.00000000001+00, 0.00000000001+00)

COUNT = 1
RFLAG m 0

If the BGPOPR routine is accessed with:
NP, 1 (expected faults in next interval of testing)
uS = 30
WFSF 1

CDAT - (fault counts as defined in Table 1-2)
LDAT - (testing lengths as defined in Table 1-2 -- fixed lengths)
NDAT - (all MDAT(I) set to the sum of the CDAT(J), as J goes from

1 to I-1)
NXL - 0.1000000000E+01
LCOR - 0.1000000000E+01
POON = 0.1454346194E+00
TNOF - 0.35241081961+03
ALPHA - 0.00000000001+00

then the call to UGPOPR yLelds:
PDAT - ( 0.34475872491+01)

If the SOPOPR routine Ls accessed with the following change:
NV a 30 (vector generation)

then the call to 3GPOPR yields:
PDAT m ( 0.25626366711+02, 0.24172020521+02, 0.22863108941+02,

0.2126332813E+02, 0.19663547311+02, 0.18427353051+02,
0.16900289551+02, 0.15664095281+02, 0.14282466403+02,
0.13046272131+02, 0.11810077871+02, 0.10719318221+02,
0.94104066461+01, 0.83923643101+01, 0.75197565931+01,
0.66471488771+01, 0.59199757801+01, 0.53382373021+01,
0.49746507531+01, 0.44656295851+01, 0.42474776563+01,
0.42474776561+01, 0.40293257271+01, 0.38838911081+01,
0.36657391781+01, 0.35930218691+01, 0.35930218693+01,
0.35930218691+01, 0.35203045591+01, 0.35203045591+01)
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If the Swara routine in accessed with$
351 m 2 (Least squares)
MYl - 2 (Weighting function 2)
ALPHA - O.1000000000Z+0l
An - o.00000000003+00
NAZIC - 0
COAT -(fault counts an defined in Table 1-2)
NDAT -(all NDAT(I) set to the sum of the CDAT(J), as J goes from

1 to 1-1)
NS 30
LDAT -(testing lengths as defined in Table 1-2 - fixed lengths)

them the call to 30101W yields:
MDAT -(testing length@ scaled by indicated Weighting function)
STATS = 0.72717309713-01, 0.00000000003+00, 0.00000000002+00)

( 0.3S241081963+03, 0.00000000003+00, 0.00000000003+00)
( 0.48410819563+02, 0.00000000003+00. 0.*00000000003+00)
C 0 * 000000000+00, 0.00000000003+00, 0.00000000003+00)

COUNT - 1
RVLAG 0

If the 30101K routine is accessed with:
NWV I (expected faults in next interval of testing)
us 30
VII? 2
COAT -(fault counts as defined in Table 1-2)
LDAT -(testing lengths as defined in Table 1-2 - fixed lengths)
JMAT -(all NDAT(I) set to the sum of the CDAT(J), as J goes from

1 to I-1)
NIL - 0.10000000003+01
LCOR - 0.1000000000Z+01
P00K 0.72717309713-01
TKOF - 0.35241081963+03
ALPHA - 0.10000000003+01

them th. call to 5GPOPR yields:
PDAT - ( 0.34475872493+01)

If the 301013 routine is accessed with the following change:
ElY a 30 (vector generation)

them the call to SOPOPR yields:
PDAT - 0.25626366713+02, 0.24172020523+02, 0.22863108943+02,

0.21263328133+02, 0.19663547313+02, 0.18427353053+02,
0.16900289553+02, 0.15664095283+02, 0.1428246640Z+02,
0.13046272133+02, 0.11810077873+02, 0.10719318223+02,
0.94104066463+01, 0.83923643103+01, 0.75197565933+01,
0.66471488773+01, 0.59199757803+01, 0.53382373023+01,
0.49746507533+01, 0.44656295853+01, 0.*4247477G656+01,
0.42474776563+01, 0.40293257273+01, 0.38838911083+01,
0.*36657391783+01, 0.*35930218693+01, 0.*35930218692+01,
0.35930218693+01, 0.35203045593+01, 0.35203045593+01)
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If the =rima routine is accessed with%
COAT -(fault counts as defined in Table 1-2)
LOAT U (testing lengths as defined in Table 1-2 -- fixed lengths;

however, modified to reflect cumulative lengths)
us U 30
EBB a 15
Eli 29
KIR - 15

then the call to SEPINA yields:a
STAT - 0.4306010722Z+02
RflPAG 0
INDI - 5
V -( 0.24982358523+01, 0.27508412603+01, 0.37118992553+01,

0.2231553782E+01, 0.38887512563+01, 0.72878883543+01,
0. 23826794323+02, 0.25946557423+01, 0.17791686873+01,
0.26297932243+01, 0.34535338983+01, 0.29087739083+01,
0.15604018043+01, 0.21532429903+01, 0.12286877773+01)

If the ENVIED routine is accessed with:
3SF a 1 (Maximum Likelihood)
CtOAT U (fault counts as defined in Table 1-2)
LDAT -(testing lengths as defined In Table 1-2 -- fixed lengths;

however, modified to reflect cumulative lengths)
NS - 30

then the call to SNPIED yields:
STATS - ( 0.9700791492E-01, 0.81426949653-01, 0.11258888023+00)

( 0.32256795273+03, 0.3050000000Z+03, 0.35961710573+03)
RFLAG = 0

If the UNPIPR routine is accessed with:
NPV - 1 (expected faults in the next interval of testing)
NS - 30
TNOF W 0.32256795273+03
PCON - 0.9700791492E-01
LDAT - (teoting lengths as defined in Table 1-2 -- fixed lengths;

however, modified to reflect cumulative lengths)
3XL U 0.10000000003+01

then the call to SEPIPR yields:
PDAT - ( 0.16241779053+01)

If the NPIPR routine is accessed with the following changes
NW - 30 (vector generation)

then the call to SNPIPR yields:
PDAT -( 0.29821786913+02, 0.2706472761E+02, 0.24562561693+02,

0.22291723952+02, 0.20230827833+02, 0. 18360463983+02,
0.16663017483+02, 0.15122501903+02, 0.13724408803+02,
0.12455571053+02, 0.11304038843+02, 0.10258967153+02,
0.93105135583+01, 0.84497456203+01, 0.76685566923+01,
0.69595895993+01, 0.63161673493+01, 0.57322302433+01,
0.52022788103+01, 0.47213220103+01, 0.42848302333+01,
0.3888692634E+01, 0.35291784233+01, 0.32029017243+01,
0.2906789689E+01, 0.26380535613+01, 0.23941624043+01,
0.2172819272E+01, 0. 1971939573Z+01, 0.17896314383+01)
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If the SW611USM routine is accessed with:
zSa - 2 (Least Squares)
COAT - (fault counts as defined in Table 1-2)
MDAT a (testing lengths as defined in Table 1-2 -- fixed lengthsu

however, modified to reflect cumulative lengths)
NS M 30

them the call to 8UPIND yields:
STATS - ( 0.7341163266Z-01, 0.00000000003+00, 0.00000000002+00)

0.3572992573Z+03, 0.00000000003+00, 0.00000000002+00)
RFVJL - 0

If the 8331KPR routine is accessed witht
N"V M 1 (expected faults in the next interval of testing)
u8 = 30
TUOF M 0.35729925733+03
PeOO - 0.73411632663-01
LDAT M (testing lengths as defined in Table 1-2 -- fixed lengths;

however, modified to reflect cumulative lengths)
3XL - 0.10000000003+01

them the call to SWIMP1 yields:
PDAT a ( 0.27956665573+01)

If the 33PIPR routine is accessed with the following changes
NPV a 30 (vector generation)

then the call to 3NP1PR yieldst
PDAT = ( 0.25290265023+02, 0.2350017592Z+02, 0.21836792463+02,

0.20291146183+02, 0.18854903443+02, 0.17520320463+02,
0.16280201603+02, 0.15127860523+02, 0.14057084153+02,
0.13062099203+02, 0.1213754102Z+02, 0.11278424683+02,
0.10480118103+02, 0.97383170513+01, 0.90490219743+01,
0.84085164063+01, 0.78133469393+01, 0.72603046063+01,
0.67464075753+01, 0.6268885072E+01, 0.S5251624463+01,
0.54128472813+01, 0.5029716504E+01, 0.46737043913+01,
0.4342891438E+01, 0.4035494002Z+01, 0.37498546933+01,
0.34844334343+01, 0.32377991543+01, 0.30086220793+01)
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it the Sý routiae is accessed with:
CMT a (fault counts as defined in Table 1-2)
33 a 30
313 0 15
n3 a 29

NSR a 15

them the call to S3DMM yieldsI
ITAT a 0.43060107222+02
UFLAG - 0
I1WX - 15
V - ( 0.24982358523+01, 0.27508412603+01, 0.37118992553+01,

0.22315537823+01, 0.38887512563+01, 0.72878883549+01,
0.23826794323+01, 0.25946557433+01, 0.17791686873+01,
0.26297932243+01, 0.3453S338962+01, 0.29087739082+01,
0.15604018043+01, 0.21532429893+01, 0.12286877773+01)

if the 3336W routine is accessed withs
CDAT a (fault counts as defined in Table 1-2)
us 0 30
TSF a 1 (Treatment type If
TSS - 1 (use fault counts from all intervals)

them the call to 88DWW yields:
3TATS = ( 0.97007914922-01, 0.3129164451Z+02, 0.32256795273+03,

0.4572674899Z+02, 0.2119207457X+03, 0.66671567473+01)
rLAG w 0

If the SSDEPE routine is accessed withs
NPV 1 (expected faults in the next DNOP intervals of testing)
us 30
DUOF -O.10000000003+01
DMOP 0.10000000003+01
BETA 0.97007914923-01
ALPHA w 0.31291644513+02
CDAT (fault counts as defined in Table 1-2)
TSF w 1 (Treatment type 1)
TSS - 1 (use fault counts from all intervals)

then the call to SSDWPR yields:
PDAT w ( 0.16241779053+01)

tIMAG = 0

if the 3316PR routine is accessed with the following change:
DUO? - 0.20000000003+01 (expected intervals to find R faults)

then the call to V.SVITA yields:
PDAT - ( 0.1Z'8d97162E+01)
RVLM w 0
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If the 9DWtSU routi•e is accessed with the following chaages
N"V a 30 (vector generation)

then the call to SDWPR yields:
PDAT - ( 0.29821786913+02, 0.27064727613+02, 0.24S62561693+02,

0.22291723953+02, 0.2023082783Z+02, 0.18360463986+02,
0.1666301748Z+02, 0.15122S01903+02, 0.13724408803+02,
0.124SS571053+02, 0.11304038843+02, 0.10259671S5+02,
0.93105135583+01, 0.84497456203+01, 0.76685S66923+01,
0.6959S89S993+01, 0.63161673493+01, 0.57322302433+01,
0.52022788103+01, 0.4721322010Z+01, 0.42848302333+01,
0.38886926343+01, 0.35291784233+01, 0.32029017243+01,
0.29067896893+01, 0.2638053561Z+01, 0.23941624043+01,
0.2172819272X+01, 0.19719395733+01, 0.17896314383+01)

RFILAG - 0
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if the S routine in accessed with a
aAT (fault counts as defined in Table 1-2)

us - 30
TSY - 2 (Treatment type 2)
TSS - 3 (ignore fault counts from first two intervals)

them the call to 8UUým yields:
STATS - ( 0.11184827973+00, 0.31226243873+02, 0.27918394412+03,

0.00000000002+00, 0.0000000000Z+0O, 0.0000000000+O+0)
RVLAG - 4
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if the SmSM routine is accessed withs
CDAT a (fault counts an defined in Table 1-2)
us a 30
TSY a 3 (Treatment type 3)
T" 3 (combine fault counts from first two Intervals)

them the call to SSOMU yields:
STATS *( 0.97002858913-01, 0.31474990573+02, 0.32447467553+03.

0.37701436922+02, 0.15982594243+03, 0.81815158973+01)
hFIM - 0

If the 8SDWPR routine is accessed with:
N" a 1 (expected faults in the next DM0? intervals of testing)
KS W 30
DHOF a -0.10000000003+01
DWO? a 0.10000000002+01
13Th a 0.97002858913-01
ALPHAR a 0.31290287003+02
CDAT a(fault counts an defined in Table 1-2)
TSP 3 (Treatment type 3)
TOs - 3 (combine fault counts from first two intervals)

them the call to SSDWPR yields:
PDAT - 0.16339462773+01)
l.IA a 0

If the 3SDWPR routine is accessed with the following changes
DM01 - 0.20000000003+01 (expected intervals to find K faults)

then the call to XSSDUP yields:
PDAT = 0.21170911503+01)
PIrLAC W 0

If the USD9113 routine is accessed with the following changes
MWV 0 30 (vector generation)

then the call to SSDKPR yields:
PDAT 0 0.29996595293+02, 0.27223512393+02, 0.24706791543+02,

0.22422732953+02, 0.20349827793+02, 0.18468555633+02,
0.16761200673+02, 0.15211684853+02, 0.13805416483+02,
0.*12529152823+02, 0.*11370875393+02, 0.10319676753+02,
0.93656578403+01, 0.84998347243+01, 0.77140540011+01,
0.70009160253+01, 0.63537052223+01, 0.57663268503+01,
0.52332496053+01, 0.47494535323+01, 0.43103827563+01,
0.39119025753+01, 0.*35502605283+01, 0.3222051054X+01,
0.29241834263+01, 0.26538526443+01, 0.24085130212+01,
0.21858542093+01, 0.19837794443+01)

l.IAM 0
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if the s routine is accessed with:
CD&T ( (fault counts as defined In Table 1-2)
LDAT - (testing lengths as defined in Table 1-2 -- fixed lengths;

however, modified to reflect cumulative lengths)
MS = 30
353 - 15
Ma s 29
351 - 15

then the call to 83SIw yieldsg
STAT - 0.25036915863+02
RFLAG = 0
INDX - 15
V M ( 0.24393164103+01, 0.20700094113+01, 0.18219331893+01,

0.22718505043+01, 0.17556537203+01, 0.36288922953+01,
0.15043681983+01, 0.13336112973+01, 0.17428374253+01,
0.11601128453+01, 0.13682706413+01, 0.10830539663+01,
0.10108231173+01, 0.71503680133+00, 0.11311460363+01)

if the 53530 routine is accessed with:
CDAT - (fault counts as defined in Table 1-2)
LDAT - (testing lengths as defined in Table 1-2 -- fixed lengths;

however, modified to reflect cumulative lengths)
NS - 30

then the call to 3S330 yields:
STATS = ( 0.22664015353+00, 0.20718333973+00, 0.24609696743+00)

( 0.30767476203+03, 0.30500000003+03, 0.3420561298Z+03)
lILAC - 0

If the S PI3ZR routine is accessed with:
NPV a 1 (expected faults in the next interval of testing)
HS U 30
TNOF M 0.3076747620Z+03
PCOti - 0.2266401535+00
LDAT a (testing lengths as defined in Table 1-2 -- fixed lengths;

however, modified to reflect cumulative lengths)
ZXL = 0.10000000003+01

then the call to 3535PR yields:
PDAT - ( 0.48045687453+00)

If the 53511R routine is accessed with the following change:
N" W 2 (probability of execution without fault in next interval)

then the call to 531PR yields:
PDAT = ( 0.61850075013+00)
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if the 33SanM routime is accessed with the following changet
N" - 30 (vector generation)

then the call to 333313 yields:
PDAT - ( 0.68036561423+01, 0.1669724626Z+02, 0.22298347983+02,

0.24941057823+02, 0.25594910613+02, 0.249S787S733+02,
0.23526628053+02, 0.2164948611Z+02, 0.1956615755+02,
0.17437465533+02, 0.1536748517Z+02, 0.13419945853+02,
0.1163031478Z+02, 0.10014638853+02, 0.85759626573+01,
0.73089420663+01, 0.62031213873+01, 0.52452262993+01,
0.44207370373+01, 0.37149394303+01, 0.31136008673+01,
0.26033801023+01, 0.2172051045Z+01, 0.18085991223+01,
0.15032327023+01, 0.12473400613+01, 0.1033413505Z+01,
0.85495575183+00, 0.7063788709Z300, 0.58290266673+00)
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APPENDIX C

EXAN~qFM
FOR UTILrTY ROUTINE

USAGES
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If the =UUFD routine is accessed with:
PRC = ( 1 , 1 , 21

0
ADA - 0.3100000000E+02, 0.00000000003+00, 0.000000000OZ030)

( 0.000000000OE030, 0 .00000000002+00, 0 .0000000000E+00)
ASZ w 3
DSZ - 1000
DT1 a 0.2000000000E+01, 0.1000000000E+01, 0.2500000000Z+01,

0.30000000003+01, 0.15000000003+01, 0.25000000003+01,
0.40000000003+01, 0. 60000000003+01, 0.65000000003+01,
0.80000000003+01, 0.70000000003+01, 0.95000000003+01,
0.13500000003+02, 0.11000000003+02, 0.15000000003+02,
0.18000000003+02, 0.1200000000E+02, 0. 2250000000Z+02,
0.25O000000003+02, 0.21000000003+02, 0.3000000000Z+02,
0.2800000000Z+02, 0.36500000003+02, 0.42000000003+02,
0.53000000001+02, 0.4800000000Z+02, 0.51000000003+02,
0.47500000003+02, 0 * 5100000000+02, 0.30000000003+02)

DT2 - .00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.0000000000E+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0. 00000000003+00, 0.00000000001+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00)

USZ - 30

then the call to UKFEDT yields:
DT1 -( 0.2000000000E+01, 0.1000000000E+01, 0.25000000003+01,

0.30000000003+01, 0.15000000003+01, 0.25000000003+01,
0.40000000003+01, 0.60000000003+01, 0.65000000003+01,
0.80000000003+01, 0.70000000003+01, 0.95000000003+01,
0.13500000003+02, 0.11000000003+02, 0.15000000003+02,
0.18000000003+02, 0.12000000003+02, 0.22500000003+02,
0.25000000003+02, 0.21000000003+02, 0.31000000003+02,
0.28000000003+02, 0.36500000003+02, 0.42000000003+02,
0.53000000003+02, 0.48000000003+02, 0.51000000003+02,
0.47500000003+02, 0.51000000003+02, 0.30000000003+02)

DT2 -( 0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0. 00000000003+00, 0. 00000000003+00,
0.00000000003+00, 0.0000000000E+00, 0.00000000003+00,
0.0000000000E+00, 0.0000000000E+00, 0.00000000003+00,
0.00000000003+00, 0. 00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0. 00000000003+00,
0. 00000000003+00, 0. 00000000003+00, 0.00000000003+00,
0. 00000000003+00, 0.00000000 003+00, 0.00000000003+00,
0. 00000000003+00, 0. 00000000003+00, 0.00000000003+00)

USZ - 30
3RRFLG - 0
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If the =ownT routine is accessed with:
PRC -( 2 , 1, 10

15
ADA m 0.00000000003+00, 0.00000000003+00, 0.00000000003+00)

( .00000000003+00, 0.00000000003+00, 0.00000000003+00)
£82 3
DSZ m 1000
DT1 W 0.20000000003+01, 0.10000000003+01, 0.25000000003+01,

0.30000000003+01, 0.15000000003+01, 0.25000000003+01,
0.*40000000003+01,* 0.60000000003+01, 0.65000000003+01,
0.80000000003+01, 0.70000000003+01, 0.95000000003+01,
0.13500000003+02, 0.11000000003+02, 0.15000000003+02,
0.18000000003+02, 0.12000000003+02, 0.22500000003+02,
0.25000000003+02, 0.21000000003+02, 0.31000000003+02,
0.28000000003+02, 0.36500O000003+02, 0.42000000003+02,
0.53000000003+02, 0.48000000003+02, 0.51000000003+02,
0.47500000003+02, 0.51000000003+02, 0.30000000002+02)

DT2 -( 0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0. 00000u0000300,Oo 0.00000000003+00,
0.00000000003+00, 0.00000000003+000; 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.0000000000Z+00, 0.00000000003+00, 0.00000000003+00)

USZ - 30

then the call to MUKFDT yield.:
DTI 0.20000000003+01, 0.10000000003+01, 0.25000000003+01,

0.30000000003+01, 0.15000000003+01, 0.25000000003+01,
0.40000000003+01, 0.60000000003+01, 0.65000000003+01,
0.18000000003+02, 0.12000000003+02, 0.22500000003+02,
0.25000000003+02, 0. 2100000000Z402, 0.31000000003+02,
0.2800000000E+02, 0.36500000003+02, 0.42000000003+02,
0.53000000003+02, 0.48000000003+02, 0.51000000003.02,
0.47500000003+02, 0.51000000003+02, 0.30000000003+02)

DT2 - .00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.0000000000E+00, 0.00000000003+00,
0.00000000003+00, 0.0000000000E+00, 0.00000000003+00,
0. 00000000003+00, 0.00000000003+00, 0.00000000003+00,
0. 0000000000E+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.00000000003+00, 0.00000000003+00,
0.00000000003+00, 0.0000000000E+00, 0.00000000003+00)

USZ W 24
3RJRFLG = 0
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If the UIWZD routine in accessed with:
PRC . ( 3 , 2 , 19

3
ADA . ( 0.6000000000Z+01, 0.5000000000E+01, 0.40000000001+01)

( 0. 10000000001+01 * 0. 1000000000E+O1, 0.10000000001+01)
A8Z - 3
DSZ - 1000
DT1 ( 0.2000000000Z+02, 0. 1800000000Z+02, 0.2200000000E+02,

0.2200000000E+02, 0.17000000001+02, 0.21000000001+02,
0.17000000001+02, 0.19000000001+02, 0.17000000001+02,
0.17000000001+02, * .15000000001+02, 0.1800000000Z+02,
0.1400000000Z+02, 0.1200000000Z+02, 0.12000000001+02,
0.1000000000Z+02, 0.80000000001+01, 0.50000000001+01,
0.70000000001+01, 0.30000000001+01, 0.00000000001+00.
0.30000000001+01, 0.20000000001+01, 0.30000000001+01,
0.10000000001+01, 0. 00000000001+00, 0.00000000001+00,
0.10000000001+01, 0. 00000000001+00, 0.10000000001+01)

DT2 -( 0.10000000001+01, 0.10000000001+01, 0.10000000001+01,
0.10000000001+01, 0. 1000000000E+01, 0.10000000001+01,
0.10000000001+01, 0.10000000001+01, 0.10000000001+01,
0.10000000001+01, 0.10000000001+01, 0.10000000001+01,
0.10000000001+01, 0.1000000000E+01, 0.10000000001+01,
0.10000000001+01, 0.10000000001+01, 0.10000000001+01,
0. 10000000001+01, 0.10000000001+01, 0.10000000001+01,
0.10000000001+01, 0. 10000000001+01, 0.10000000001+01,
0.10000000001+01, 0.1000000000E+01, 0.10000000001+01,
0.10000000001+01, 0.10000000001+01, 0.10000000001+01)

USZ 30

then the call to SXFID yields:
DT1 -( 0.20000000002+02, 0.18000000001+02, 0.22000000001+02,

0.22000000001+02, 0.17000000001+02, 0.21000000001+02,
0.17000000001+02, 0.1900000000E+02, 0.17000000001+02,
0.17000000001+02, 0.15000000001+02, 0.18000000001+02,
0.14000000001+02, 0.12000000001+02, 0.12000000001+02,
0.10000000001+02, 0.80000000001+01, 0.50000000001+01,
0.70000000001+01, 0.60000000001+01, 0.50000000001+01,
0.40000000001+01, 0.30000000001+01, 0.00000000001+00,
0.30000000001401, 0.20000000001+01, 0.30000000001+01,
0.10000000001+01, 0. 00000000001+00, 0.00000000001+00,
0.10000000001+01, 0.OOOOOOOOOOE+00, 0.10000000001+01)

DT2 -( 0.1000000000z+01, 0.10000000001+01, 0.10000000001+01,
0.10000000001+01, 0.10000000001+01, 0. 10000000001+01,
0.10000000001+01, 0. 10000000001+01, 0.10000000001+01,
0.10000000001+01, 0.10000000001+01, 0. 10000000001+01,
0.10000000001+01, 0.10000000001+01, 0. 10000000001+01,
0. 1000000000z+01, 0.10000000001+01, 0.10000000001+01,
0.10000000001+01, 0.10000000001+01, 0. 10000000001+01,
0. 10000000001+01, 0.10000000001+01, 0.10000000001+01,
0. 10000000003+01, 0.10000000001+01, 0.10000000001+01,
0.10000000001+01, 0. 1000000000E+01, 0.10000000001+01,
0.10000000001401, 0.10000000001+01, 0.10000000001+01)

USZ m 33
NEEFLG - 0
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It the 2UMWD routine is accessed with:
PRC u( 4 , 2 , 10

13
ADA - ( o.ooooooooooz+oo, 0.00000000003+00, 0.00000000003+00)

0.00000000003+00, 0.00000000003+00, 0.00000000003+00)
ASZ - 3
DSZ m 1000
DTI = 0.20000000003+02, 0.18000000003+02f 0.22000000003402,

0.22000000002+02, 0.17000000003+02, 0.21000000003+02,
0.17000000003+02, 0.1900000000Z+02, 0.17000000003+02,
0.1700000000E+02, 0.15000000003+02, 0.1800000000Z+02,
0.1400000000Z+02, 0.12000000003+02, 0.12000000001+02,
0.10000000003+02, 0.80000000003+01, 0.50000000003+01,
0.70000000003+01, 0.60000000003+01, 0.50000000003+01,
0.40000000003+01, 0.30000000003+01, 0.00000000003+00,
0.30000000003+01, 0.20000000003+01, 0.30000000003+01,
0.10000000003+01, 0.00000000003+00, 0.00000000003+00,
0.1000000000E+01, 0.0000000000E+00, 0.10000000003+01)

DT2 -( 0.1000000000E+01, 0.10000000003+01, 0.10000000003+01,
0.10000000003+01, 0.10000000003+01, 0.10000000003+01,
0.10000000003+01, 0.1000000000E+01, 0.10000000003+01,
0.1000000000Z+01, 0.1000000000E+01, 0.10000000003+01,
0.1000000000E+01, 0.10000000003+01, 0.10000000003+01,
0.1000000000E+01, 0.10000000003+01, 0.10000000003+01,
0.1000000000E+01, 0.1000000000E+01, 0.1000000000E+01,
0.10000000003+01, 0.10000000003+01, 0.10000000003+01,
0.10000000003+01, 0.10000000003+01, 0.10000000003+01.
0.1000000000E+01, 0.10000000003+01, 0.10000000003+01,
0.1000000000E+01, 0.10000000003+01, 0.10000000003+01)

USz W 33

then the call to SUP=D yields:
DT1 W 0.2000000000E+02, 0.1800000000E+02, 0.22000000003+02,

0.2200000000Z+02, 0.1700000000E+02, 0.21000000003+02,
0.17000000003+02, 0.19000000003+02, 0.17000000003+02,
0.64000000003+02, 0.12000000003+02, 0.12000000003+02,
0.1000000000E+02, 0.80000000003+01, 0.50000000003+01,
0.70000000003+01, 0.60000000003+01, 0.50000000003+01,
0.40000000003+01, 0.30000000003+01, 0.00000000003+00,
0.30000000003+01, 0.20000000003+01, 0.30000000003+01,
0.10000000003+01, 0.00000000003+00, 0.00000000003+00,
0.10000000003+01, 0.00000000003+00, 0.10000000003+01)

DT2 -( 0.1000000000E+01, 0.10000000003+01, 0.10000000003+01,
0. 1000000000E+01, 0.10000000003+01, 0.10000000003+01,
0.1000000000E+01, 0.1000000000E+01, 0.10000000003+01,
0.40000000003+01, 0.10000000003+01, 0.10000000003+01,
0. 10000000003+01, 0.10000000003+01, 0.10000000003+01,
0.1000000000E+01, 0.1000000000E+01, 0.10000000003+01,
0.10000000003+01, 0.10000000003+01, 0.10000000003+01,
0. 1000000000E+01, 0.10000000003+01, 0.10000000003+01,
0. 1000000000E+01, 0.10000000003.01, 0.10000000003+01,
0.1000000000E+01, 0.10000000003+01, 0.1000000000E+01)

USZ 30
ERRFLG - 0
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1 f the UIWT3M routine is accessed withs
NS 30
A - 0.1000000000E+02
B m 0.50000000003+01
TYPE - 1
DAT - 0.2000000000E+01, 0.10000000009+01, 0.25000000003+01,

0.30000000003+01, 0.15000000003+01, 0.25000000003+01,
0.4000000000E+01, 0.60000000003+01, 0.65000000003+01,
0.80000000003+01, 0.70000000002+01, 0.95000000003+01,
0.13500000003+02, 0.11000000003+02, 0.15000000003+02,
0.1800000000E+02, 0.12000000003+02, 0.22500000003+02,
0.25000000003+02, 0.21000000008+02, 0.30000000003+02,
0.2800000000E+02, 0.36500000003+02, 0.42000000003+02,
0.53000000003+02, 0.48000000003+02, 0.51000000003+02,
0.47500000003+02, 0.51000000003+02, 0.30000000003+02)

then the call to IMPTU yields:
DAT -( 0.32188758253+01, 0.2708050201E+01, 0.34011973823+01,

0.35553480613+01, 0.2995732274E+01, 0.3401197382E+01,
0.3806662490E+01, 0.41743872703+01, 0.42484952423+01,
0.44426512563+01, 0.43174881143+01, 0.46051701863+01,
0.4941642423E+01, 0.4744932128E+01, 0.50434251173+01,
0.5220355825E+01, 0.4828313737E+01, 0.54380793093+01,
0.55412635453+01, 0.53706380283+01, 0.57203117773+01,
0.56524891803+01, 0.59135030063+01, 0.60520891693+01,
0.6282266747E+01, 0.61841488913+01, 0.62441669013+01,
0.6173786104E+01, 0.6244166901E+01, 0.57203117773+01)

3RRPLG - 0

If the NUNPTM routine is accessed with:
NS m 30
A m 0.5000000000E+00
B - 0-1000000000E+01
TYPE - 2
DAT - 0.2000000000E+01, 0.1000000000E+01, 0.25000000003+01,

0.30000000003+01,* 0.15000000003+01, 0.2500000000E+01,
0.4000000000E+01, 0.60000000003+01, 0.65000000003+01,
0.80000000003+01, 0.70000000003+01, 0.95000000003+01,
0.13500000003+02, 0.11000000003+02, 0.15000000003+02,
0.18000000003+02, 0.12000000003+02, 0.22500000003+02,
0.25000000003+02, 0.21000000003+02, 0.3000000000E+02,
0.28000000003+02, 0.36500000003+02, 0.42000000003+02,
0. 5300000000E+02, 0.48000000003+02, 0.51000000003+02,
0.47500000003+02, 0.51000000003+02, 0.30000000003+02)

then the call to SNFTRN yields:
DAT -( 0.73890560993+01, 0.4481689070E+01, 0.94877358363+01,

0.1218249396E+02, 0.57546026763+01, 0.94877358363+01,
0.2008553692E+02, 0.54598150033+02, 0.70105412353+02,
0.1484131591E+03, 0.90017131303+02, 0.31419066033+03,
0.23215724153+04, 0.66514163308+03, 0.49147688403+04,
0.2202646579E+05, 0.10966331583+04, 0.2089812889Z+06,
0.7294163698E+06, 0.98715771013+05, 0.88861105213+07,
0. 3269017372E+07, 0.2291758109E+09, 0.35849128463+10,
0.8771992513E+12, 0.7200489934E+11, 0.32270357043+12,
0.5607747199E+11, 0.3227035704E+12, 0.88861105213+07)

ERREPLG 0

C-7



NSWCDD TR 84-371

If the UWT3E routine in accessed with:
NS - 30
A - 0.1666666667Z-01
B 0 .0000000000Z+OO
TYPE 5
DAT -( 0.2000000000Z+01, 0.10000000003+01, 0.2500000000Z+01,

0.30000000003+01, 0.15000000003+01, 0.25000000003+01,
0.40000000003+01, 0.60000000003+01, 0.65O000000003+01,
0.80000000003+01, 0.70000000003+01, 0.95000000003+01,
0.13500000003+02, 0.11000000003+02, 0.15000000001+02#
0.1800000000Z+02, 0.12000000003+02, 0. 22500000003+02,
0.25000000003+02, 0.21000000003+02, 0.3000000000Z+02#
0.2800000000Z+02, 0.36500000003+02, 0.42000000003+02,
0.53000000001+02, 0.48000000003+02, 0.51000000003+02,
0.47500000003+02, 0.51000000003+02, 0.30000000003+02)

then the call to SNYTUM yields:
DAT -( 0.33333333333-01, 0.16666666673-01, 0.41666666673-01,

0.50000000003-01, 0.25000000003-01, 0.41666666673-01,
0.66666666673-01, 0.10000000003+00, 0.10833333333+00,
0.13333333333+00, 0.11666666673+00, 0.15833333333+00,
0.22500000003+00, 0.18333333333+00, 0.25000000003+00,
0.30000000003+00, 0.20000000003+00, 0.37500000003+00,
0.41666666673+00, 0.3500000000z+00, 0.50000000003+00,
0.46666666673+00, 0.60833333331+00, 0.70000000003+00,
0.88333333333+00, 0.80000000003+00, 0.85000000003+00,
0.79166666673+00, 0.85000000001+00, 0.50000000003+00)

ZRRFLGm 0

If the UIWTRK routine is accessed with:
NS - 29
A w 0.00000000003+00
B m 0.00000000003+00
TYPE - 6
DAT = 0.2000000000E+01, 0.10000000003+01, 0.25000000003+01,

0.30000000003+01, 0.15000000003+01, 0.25000000003+01,
0.40000000003+01, 0.*60000000003+01, 0.65000000003+01,
0.80000000003+01, 0.70000000003+01, 0.95000000003+01,
0.1350000000E+02, 0.1100000000E+02, 0.15000000003+02,
0.18000000003+02, 0.12000000003+02, 0.225O00000003+02,
0.25000000001+02, 0.21000000003+02, 0.30000000003+02,
0.28000000003+02, 0.36500000003+02, 0.42000000003+02,
0.53000000003+02, 0.48000000003+02, 0.51000000003+02,
0.47500000003+02, 0.51000000003+02,)

then the call to SMFR= yields:
DAT -( 0.20000000003+01, 0.30000000003+01, 0.550000,30003+01,

0.85000000003+01, 0.10000000003+02, 0.12500000003+02,
0.16500000003+02, 0.22500000003+02, 0.29000000003+02,
0.37000000003+02, 0.44000000003+02, 0.53500000003+02,
0.67000000003+02, 0.*78000000003+02, 0.93000000003+02,
0.11100000003+03, 0.12300000003+03, 0.14550000003+03,
0.17050000003+03, 0.19150000003+03, 0.22150000003+03,
0.24950000003+03, 0.28600000003+03, 0.32800000003+03,
0.38100000003+03, 0.4290000000Z+03, 0.48000000003+03,
0.52750000003+03, 0.57850000003+03)

ZRRPWO 0

C-8



NSWCDD TR 84-371

If the UNFDsT routine is accessed with:
NS - 29
lIST - 11
DAT -( 0.2000000000E+01, 0.10000000001+01, 0.2500000000Z+01,

0.3000000000E+01, 0.21500000000E+01, 0. 2500000000Z+01,
0. 4000000000E+01, 0.6000000000E+01, 0.65000000003+01,
0.8000000000E+011 0.70000000001+01, 0.9500000000Z+01,
0.13500000001+02, 0. 1100000000Z+02, 0. 1500000000Z+02,
0. 18000000001+02, 0. 1200000000E+02, 0.22500000001+02,
0.2500000000E+02, 0.21000000001+02, 0.30000000001+02,
0.2800000000E+02, 0.3650000000E+02, 0.42000000002+02,
0.53000000001+02, 0.48000000001+02, 0.51000000001+02,
0.4750000000E+02, 0.51000000001+02)

then the call to SNFDST yields:
DAT -( 0.10000000001+01, 0.15000000001+01, 0.20000000001+01,

0.25000000001+01, 0.25000000001+01, 0.30000000001+01,
0.4000000000E+01, 0.60000000001+01, 0.65O000000001+01,
0.7000000000E+01, 0.80000000001+01, 0.95O000000001+01,
0.11000000001+02, 0.1200000000E+02, 0.13500000001+02,
0.15000000001+02, 0.18000000001+02, 0.21000000001+02,
0.22500000001+02, 0.25000000001+02, 0.28000000001+02,
0.30000000001+02, 0.36500000001+02, 0.42000000001+02,
0.47500000001+02, 0.48000000001+02, 0.51000000001+02,
0.51000000001+02, 0.53000000001+02)

STATS -( 0.57850000001+03, 0.13500000001+02, 0.60000000001+01,
0.30000000001+02, 0.10000000001+01, 0.53000000001+02,
0.19948275861+02, 0.17633341401+02, 0.31093472911+03,
0.70087781871+00, -0.9341055070E+00)

If the UNWDST routine is accessed with:
NS - 30
lIST m 11
DAT . 0.2000000000E+02, 0.18000000001+02, 0.2200000000Z+02,

0.22000000001+02, 0.17000000001+02, 0.21000000001+02,
0.17000000001+02, 0.19000000001+02, 0.17000000001+02,
0.17000000001+02, 0.15000000001+02, 0.18000000001+02,
0.14000000001+02, 0.12000000001+02, 0.12000000001+02,
0.10000000001+02, 0.80000000001+01, 0.50000000001+01,
0.70000000001+01, 0.30000000001+01, 0.00000000001+00,
0. 3000000000E+01, 0.20000000001+01, 0.30000000001+01,
0.10000000001+01, 0. 00000000001+00, 0.00000000001+00,
0.10000000001+01, 0. 00000000001+00, 0.10000000001+01)

then the call to SMFDST yields:
DAT - .00000000001+00, 0.00000000001+00, 0.00000000001+00,

0.00000000001+00, 0. 1000000000E+01, 0.10000000001+01,
0. 1000000000E+01, 0.20000000001+01, 0.30000000001+01,
0.30000000001+01, 0.30000000001+01, 0. 50000000001+01,
0.7000000000E+01, 0.80000000001+01, 0.10000000001+02,
0.12000000001+02, 0.12000000001+02, 0.14000000001+02,
0.15000000001+02, 0. 1700000000E+02, 0.17000000001+02,
0. 1700000000E+02, 0.17000000001+02, 0.18000000001+02,
0.18000000001+02, 0.19000000001+02, 0.20000000001+02,
0.2100000000E+02, 0.22000000001+02, 0.22000000001+02)

STATS -( 0.3050000000E+03, 0.1100000000E+02, 0.2000000000E+01,
0.17000000001+02, 0. 00000000001+00, 0.22000000001+02,
0.10166666671+02, 0.7996047874E+01, 0.6393678161E+02,
0.2070259230E-01, -0.15813273681+01)

C-9



NSWCDD TR 84-371

If the 3N3M00 routine is accessed withs
DAT = (fault counts as defined in Table 1-2)
PDAT - (predictions from the Brooks and Motley model)

- Binomial function -
uS - 30
3ST W 2
CCK W -0.1000000000o+01

then the call to 83OF0 yields:
CHI - 0.45839112603+02
DO? - 27
LI? - 0.38116605673+01
RVLAG = 0

If the NWOO routine is accessed with the following change:
PDAT = (predictions from the Brooks and Motley model)

- Poisson function -

then the call to 31O0? yields:
CHI - 0.4584014104Z+02
DOF - 27
LIP - 0.3811575115+01
RL=W 0

If the 33F500 routine is accessed with:
DAT = (fault counts as defined in Table 1-2)
PDAT - (predictions from the Generalized Poisson model)

- Maximum Likelihood - Weighting function 1 -
us - 30
3ST = 2
CCN = -0.1000000000E+01

then the call to 3N50OF yields:
CHI - 0.43223273433+02
DOF - 27
LI? P 0.15845507273+01
RFLAG = 0

If the 30NFOF routine is accessed with the following change:
PDAT - (predictions from the Generalized Poisson model)

- Maximum Likelihood - Weighting function 2 -

then the call to 31OF yields:
CHI = 0.4322327343Z+02
DO? - 27
LI? P 0.15845507273+01
RLAG - 0

If the 3NF0OF routine is accessed with the following change:
PDAT = (predictions from the Generalized Poisson model)

- Least Squares - Weighting function 1 -

then the call to 3N10OF yields:
CHI - 0.44187575163+02
DO? W 27
LI? n 0.35203045593+01
RLAG W 0
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If the IMFUOF routine is accessed with the following changes
PDAT a (predictions from the Generalized Poisson model)

- Least Squares - Weighting function 2 -

then the call to SNIOOF yields:
Cox a 0.4418757516Z+02
DOF W 27
LIP - 0.35203045591+01
RFLAG - 0

It the 2WVOF routine is accessed with the following changess
PDAT - (predictions from the Generalized Poisson model)

- Maximum Likelihood - Weighting function 3 -
MST a 3

then the call to ISFOOF yields:
Cox = 0.4327795541Z+02
DOP - 26
LIF P 0.14967326491+01
RILAG - 0

If the mNFGOV routine is accessed with:
DAT W (fault counts as defined in Table 1-2)
PDAT a (predictions from the Non-homogeneous Poisson model)

- Maximum Likelihood -
HS W 30
MST W 2
CCH - -0.10000000001+0l

then the call to SUFOOF yields:
CHI W 0.41747254121+02
DOF W 27
LIP a 0.1789631438E+01
RYLAG = 0

If the UNVGOF routine is accessed with the following change:
PDAT - (predictions from the Non-homogeneous Poisson model)

- Least Squares -

then the call to IMFOOF yields:
CRHI 0.42346845661+02
DOT - 27
LIP - 0.30086220791+01
PJLAG - 0

If the 3500? routine is accessed withs
DAT = (fault counts as defined in Table 1-2)
PDAT - (predictions from the Schneidewind model)

- Treatment type 1 -
uS = 30
MST - 2
CCM - -0.10000000001+01

then the call to 5KVGOF yields:
CHI - 0.4174725412Z+02
DO? - 27
LIP - 0.1789631438E+01
RFLAG - 0
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If the UWWF routiLa is accessed withl
DAT - (fault counts as defined in Table 1-2)
PORT - (predictions frm Yamada's S-Shaped Reliability Growh

model)
us - 30
1ST " 2
CCU " -0.10000000002+O1

them the call to SUFOOF yields:
CHI - 0.46476022772+02
DOV - 27
LIP - O.58290266673+00

C12 0
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